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Abstract

This thesis deals with the use of econometric methods to address problems of program 

evaluation. Program evaluation refers broadly to the assessment of the impact of a 

program or policy variation, referred to as “the treatment”, on some outcomes of 

interest; examples of treatments include labor training programs, the adoption of new 

high-yield seeds, and a change in minimum wage regulations.

The first chapter considers methods that can be used to obtain unbiased 

estimates of treatment impacts when the available data are from non-experimental 

studies. Data from randomized experiments are considered ideal, because random 

assignment into treatment and control implies that simple mean comparisons of 

outcomes of interest across treatment and control yield unbiased estimates of the 

treatment impact. Instead when data is gathered non-experimentally, many factors can 

confound estimates of the treatment impact, a leading instance being sample selection 

bias. The first chapter demonstrates the use of propensity score methods to adjust in a 

flexible way for those sources of bias that are attributable to observable differences 

between the treatment and control groups. Using data from the National Supported 

Work Program, I demonstrate that propensity score methods succeed in yielding 

accurate estimates of the treatment effect.

In Chapter 2, using data from the Greater Avenues for Independence (GAIN) 

experiment, I argue for the use of Bayesian decision theory to set up and solve the 

decision problems implicitly motivating the program evaluation. There are two 

advantages to this approach. First, when using standard methods, one concludes that 

the impact of GAIN is small and statistically insignificant. Instead, in terms of the
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decision problem, the impact is economically significant, i.e., any risk-averse or 

-neutral agent prefers the distribution of outcomes under GAIN. Second, I show that a 

decision-theoretic approach allows us to evaluate hypothetical policies, such as allowing 

career counselors to assign individuals into the programs, alongside the standard 

policies of assigning everyone into treatment or control. By assigning only a subset of 

individuals into treatment, such policies turn out both to be less costly and to yield 

higher earnings for the participants.

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

For my parents and brother, those who have held me, 

fo r  all those who are and have been for them — 

there is no line, only the two-headed arrow 

that threads forward beyond speculation’s edge 

and back beyond memory and names.

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

Table of Contents

Acknowledgment

Causal Effects in Non-Experimental Studies:
Re-Evaluating the Evaluation of Training Programs I

Abstract 2
1. Introduction 3
2. Review of the Literature 6
3. Selection on Observables and the Role of the Propensity Score 10
4. Estimating the Average Treatment Effect 18
5. The Data 28
6. Results Using the Propensity Score 35
7. Sensitivity Analysis 43
8. Conclusion 47
References 50
Tables 55

A Decision-Theoretic Approach to Program Evaluation 74
Abstract 75
1. Introduction 77
2. The GAIN Program and the GAIN Experiment 80
3. The GAIN Data 83
4. The Individual Choice Problem 86
5. A Model of the Data 88
6. The Individual Decision Problem 99
7. The Social Choice Problem 105
8. What We Learn from GAIN 110
9. Conclusion 117
References 119
Tables 122
Figures after 136

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

Acknowledgment

It is a great pleasure to acknowledge all those who have contributed to the work 

embodied in this thesis.

My thesis committee has been a tireless source of support. Gary Chamberlain 

and Guido Imbens have patiently helped me to develop not only the ideas embodied in 

this thesis, but also my understanding of econometrics. They offered their insight and 

encouragement throughout, without which this thesis would not have been possible. 

Edward Glaeser has been a constant source of advice and stimulus. Caroline Hoxby, 

Larry Katz, and Donald Rubin have read, commented on, and helped me immeasurably 

to improve my work.

I also have benefited from the academic support of Andreu Mas-Colell, whose 

concern and advice have been a source of strength, and of Dale Jorgenson and Eric 

Maskin, whose advice helped me find my way.

Many thanks are due to Sadek Wahba, who co-authored the first chapter of this 

thesis, and was instrumental to the second chapter by bringing the GAIN data to my 

attention. I have benefited both intellectually and personally from our collaboration.

I owe a great debt to the many who helped to create a congenial and stimulating 

intellectual atmosphere during my stay at Harvard. I would like to thank: Amartya 

Sen, for the opportunity to be involved with the Political Economy Lecture Series for 

the last three years; the Humble Lunch Committee (Jamil Baz, Ashish Garg, Tokuo 

Iwaisako, Athanasios Vamvakidis, and Sadek Wahba) for helping to create a relaxed 

and sympathetic oasis in our weekly lunches; Ellen DiPippo, Carrie Daniels, Stephanie 

Smith, and Kathy Wahl for their role in steering me through the various stages of my

with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

degree; Terry Burham, Massimo Morelli, and Roberta Gatti for concern and interest in 

my work; and Kei Hirano for his sympathetic ear.

I have enjoyed the invaluable and irreplaceable support of many outside 

Harvard. First and foremost among these are my parents, Harsha Dehejia and Sudha 

Dehejia, and my brother, Vivek Dehejia, for their endless sympathy, support, and 

interest, and for lending me their strength. To name some is to exclude others, but with 

this apology it is also a pleasure to thank; Francesco Caselli and Thea Chiarini,

Roberto Censolo, Sven Feldmann, Anselmo Tabbit, Jose Tavares, Suzy Wahba, and 

Bruce Watson.

Finally there are those who deserve acknowledgment, but cannot be named, 

who are too many, too vast. My debt to these is profound.

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

Causal Effects in Non-Experimental Studies: 
Re-Evaluating the Evaluation of Training Programs*

Co-authored with Sadek Wahba

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

Abstract

The need to use randomized experiments in the context o f manpower training programs 

and in analyzing causal effects more generally has been a subject o f much debate. The 

paper draws on methods fo r causal inference developed in the statistics literature that 

extend the theory o f classical randomized experiments to a non-experimental context 

when selection is on observable characteristics. In the context of selection bias, we use 

the propensity score —the probability o f receiving treatment given observed 

characteristics — to reduce the dimensionality problem fo r a non-parametric estimation 

of the treatment effect. The paper provides a detailed discussion o f the implementation 

o f propensity score methods. We make use o f the National Supported Work (NSW) 

Demonstration Program used by Lalonde (1986) to contrast the non-parametric 

estimates o f the treatment effect with more conventional regression-based estimates such 

as those evaluated in Lalonde. The results demonstrate that the method closely 

replicates the experimental training effect, thus addressing the concerns raised about 

non-experimental techniques. The paper suggests that the techniques could be a useful 

complement to standard econometric tools fo r estimating causal relations.
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1. Introduction

An important question when analyzing causal effects is how well non-experimental 

techniques of causal inference perform relative to experimental evaluations. For 

example, how accurately can a researcher hope to estimate the effect of a manpower 

training program on earnings in an observational study?1 The question itself is not a 

new one. In economics the need to use the classical statistical methodology of 

randomized experiments in the context of manpower training programs and for causal 

effects in general, is addressed, inter alia, by Ashenfelter (1978), Ashenfelter and Card

(1985), Burtless and Orr (1986) and more recently by Burtless (1995). Lalonde (1986) 

is the first study to evaluate directly standard econometric procedures used to evaluate 

training programs. He examines a randomized experiment (the National Supported 

Work Demonstration, NSW) from which he obtains an unbiased estimate of the 

training effect and then compares the experimental result to those obtained from the 

standard techniques. Specifically, a range of parametric selection models (estimated 

using least squares regressions, instrumental variables, and the Heckman two-step 

procedure) is applied to the observations that received training and a set of control 

observations constructed from population survey data sets (CPS and PSID). The results 

are then compared to the benchmark experimental estimate. The conclusion in Lalonde

(1986), which has been very influential in labor economics and the evaluation of social

1 The importance of classical experiments in explaining causal relations in econometrics goes beyond the 
case of training programs, used here as one possible application. See Cox (1992), Learner (1978), and 
Pratt and Shlaifer (1988) for various perspectives on the role of randomization in economic analysis.
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programs (e.g., Katz [1992]), is that these econometric techniques generally fail to 

replicate the experimentally determined results.

In this paper we draw on methods for causal inference developed in the statistics 

literature (Rubin [1974, 1977, 1978], Rosenbaum and Rubin [1983a], and reviewed in 

Holland [1986]) to exploit fully information contained in observable covariates. The 

approach extends the theory of classical randomized experiments (Fisher [1935] and 

Neyman [1935]) to a non-experimental context, using the key assumption of selection 

on observable characteristics. In the context of selection bias, we use the propensity 

score -- the probability of receiving treatment — to reduce the dimensionality problem 

for a non-parametric estimation of the treatment effect. The paper provides a detailed 

discussion of how to estimate the propensity score and its use in estimating the 

treatment effect. The approach relates to previous work in econometrics (Barnow, 

Cain, and Goldberger [1980], and Goldberger [1972a,b]), but one important difference 

is that it recognizes explicitly the importance of defining the assignment mechanism and 

the pre-treatment variables that determine assignment. Furthermore, the approach 

highlights the need for overlap in the distribution of the covariates that determine 

selection for treated and control observations, even if assignment is fully understood. 

We contrast our non-parametric estimates of the treatment effect with more 

conventional regression-based estimates such as those evaluated in Lalonde (1986). The 

results demonstrate that the method closely replicates the experimental training effect 

thus addressing the concerns raised about non-experimental techniques.
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The paper argues that the approach is flexible and self-diagnostic, allowing the 

researcher to assess the comparability of the distributions of the treated and control 

units and then correct the bias attributable to observable characteristics. For example, 

recent studies based on treatment-outcome models have examined alternative 

assumptions behind the selection process (e.g., Card and Sullivan [1988] who examine 

the effect of training on employment; Heckman et al., [1995] who estimate the effect 

of the JTPA training program on earnings; and Manski et al., [1992] who examine the 

impact of family structure on school enrollment). Even in settings where the selection 

on observables assumption is not adequate, the techniques described in the paper should 

be seen as an important and practical complement to econometric methods such as: 

instrumental variables that depend on well specified exclusion restrictions (e.g., Angrist 

[1990] and Imbens and Angrist [1994]); and assumptions on the distribution of 

unobserved characteristics (Heckman [1979]).

The paper is organized as follows. Section 2 briefly reviews the literature on 

causal effects and selection bias in economics. Section 3 identifies the treatment effect 

under the causal effect model, and Section 4 discusses estimation procedures for the 

propensity score and the treatment effect. In Section 5, we give an overview of the 

NSW experiment and summarize Lalonde’s results. In Section 6, we implement the 

approach of Sections 3 and 4, and in Section 7, we discuss the sensitivity of the results 

to the methodology. Section 8 concludes the paper.
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2. Review of the Literature

The econometric formulation of a causal relation such as evaluating the impact of a 

training program on earnings can be represented by the following model of self­

selection (e.g., Maddala [1983] and more recently Heckman [1990]):

Y„ = a , + X tfi, +utl for participants 
Yi0 = a 0 + Xifi0 +ul0 for non-participants, (1)

where Yu and Yi0 are the outcome variables of interest which are a linear function of a 

vector of observable characteristics X  and some error term. The following participation

decision rule,

T,=
\l i f T '> 0
10 if 7]*<0 

T' =7r0 +X, n  + vi,

(2)

determines whether individual i participates in the program (7}= 1) or not (7}=0), T 

being a linear function of observable characteristics X. The error terms are distributed

as:

u10
VV, J

X  i.i.d. N{p, I), (3)
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where £  is the variance matrix, some of the covariance terms being defined according 

to specific assumptions outlined below. The case that has received the most attention in 

the training literature, and more generally in evaluating causal effects, is a constant 

additive treatment effect which defines the observed outcome variable Y, as follows,

Ya = 8  + Yl0, (4)

where 8 is the effect due to treatment. The equation for the observed outcome 

variable can then be written as:

Y, = P 0 +<57] + X ifi, + e.

where
rl = Tlrl l + ( i - T l%

P o  =  a o (5 )

X , p  i — X tfiQ — X ifi,
8  = a , - a 0

*i i = “«•

In this model, selection bias when estimating the treatment effect occurs when 

there is a dependence between the assignment and the error term due to the dependence 

of s( and v, (see Heckman and Robb [1985], who refer to this selection as selection on 

unobservables). Solutions to the selection problem range from exclusion restrictions, 

where some variables are excluded from one of the two equations (1 and 2) to obtain

instrumental variables, to assumptions on the joint distribution of the unobservables.
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Most of the recent attention has typically focused on these types of restrictions to 

identify the treatment effect (see Manski [1995] for a recent review of the issues). This 

paper focuses on evaluating econometric methods that rely on the selection on 

observable characteristics assumption. The selection on observable characteristics 

assumption can be expressed as:

i f ^ J K - then Ti L e i\x i
which leads to (6)

The case of selection on observable characteristics was considered first by Goldberger 

(1972a) and further developed in Barnow, Cain, and Goldberger (1980). Under the 

above assumptions, equation (6) can be estimated using least squares to obtain an 

unbiased estimate of the treatment effect S.

The previous estimation of the treatment effect under selection on observable 

characteristics assumed a constant additive treatment effect specified in equation (4). 

One of the conclusions reached by Lalonde (1986) was that as it stands the model does 

not perform well when tested against an experimental data set. However linearity and 

additivity of the treatment effect are not necessary assumptions and indeed, following 

Goldberger (1972b) one can relax these restrictions. Under the selection on observables 

assumption we can rewrite equation (5) as:
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E{Yi\Ti, X )  = <pQ +ST, + X fa  +TiX i<p2 
where 

<Po=a0 
5  = a l - a 0

<Pi = Mo 
<P2 ={Mi -M 0)-

Equation (7) defines more than one treatment effect. In non-experimental settings 

where data on the control group is either a self-selected sample or, in some cases (as in 

Lalonde’s paper) is drawn from an altogether different population, the distribution of 

the observable characteristics between treated and control units need not overlap very 

much. In this case, estimating treatment effects through models such as equation (5) 

amounts to extrapolating between two very different groups. If the groups are 

sufficiently different such an extrapolation can be extremely misleading, as will be 

demonstrated.

Another related dimension along which equations (5) and (7) can be relaxed is 

through higher order and interaction terms of the covariates X(. Although, in principle 

it is a flexible approach for estimating the treatment effect, estimating such a model 

when Xi is multi-dimensional (and includes many continuous variables) is an 

econometric (non-parametric) problem of a high order of difficulty.2 Simply saturating 

a regression with higher order and interaction terms would quickly exhaust the number 

of observations available, and which interaction terms to include (or exclude) is an

2 Note that even if all variables are dichotomous with k variables, the total number of interaction terms is
2k With dichotomous X  variables, the function simplifies to matching observations on the covariates. 
For an example as well as more discussion see Angrist (1995).
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issue that increases in complexity as the number of possible terms increases 

exponentially (see Hardle [1990] on the so-called curse of dimensionality). A 

systematic method to make these choices is required.

The methodology we follow in this paper pursues the selection on observables 

approach. In particular, by expressing the causal relation in terms that recognize 

explicitly the assignment mechanism, the pre-treatment covariates that determine 

assignment, and the overlap in the distribution of covariates between the treatment and 

control groups, we estimate the treatment effect with relatively weak assumptions on 

functional form and distribution. We present this method in the next section.

3. Selection on Observables and the Role of the Propensity Score

3.1 Causality and the Role o f Randomization

To define the framework used in this paper we first formalize the notion of causality. 

A cause is viewed as a manipulation or treatment which brings about a change in the 

variable of interest as compared to some baseline called the control. The fundamental 

problem of estimating a causal effect from a given sample is that for any unit the 

variable of interest is observed under either the treatment or control, but never both. 

The role of randomization is to allow for unbiased estimation of the average value of 

the variable of interest over the whole population under both the treatment and control.3

3 An important assumption is that the conditional expectation of the outcome for unit i does not depend 
on the treatment status of other units. Otherwise we would have to condition throughout on the endre 
vector of treatment assignments. This is referred to in the statistical literature as the stable unit treatment 
value assumption (SUTVA) (Holland 1986 and Rubin 1978) or more generally known as the 
contamination problem.
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Formally, let i index the units under consideration. Then as in the previous 

section Yu is the value of the variable of interest when the unit i is subject to treatment 

(1), and Yi0 is the value of the variable of interest when the unit is exposed to treatment 

(0) (called control). As compared to Yh defined in (5) as the observed value of the 

outcome variable, only one of Yi0 or Yu is observed for any i. The treatment effect for 

a single unit, rh is defined by: v, s  Yn -  Yt0. The treatment effect of interest is the 

expected treatment effect over the population, hence:

r s£ (r , .)
= E(Yn) - E ( Y l0) (g)
= E (Y \T ,= l ) .p (T i =l) + E(Yn\Tt =0)-p(Tl =0) w

-[E (Ya \T, =<S)-piT, =0)+£(J'„ |2; = l ) p «  = 1)].

where 7}=1 (= 0) if the t'-th unit was exposed to treatment (control). The problem of 

unobservability is summarized in the fact that we can only estimate ^ ( ^  17}=/) and 

E(Xio\Ti=0), hence:

r ' - E W ' l T ^ D - E f Y J T ^ O )  (9)

which, by simply comparing equations (8) and (9), indicates that /  is potentially a 

biased estimate of r. Intuitively, if the treated and control units systematically differ in 

their characteristics, then in observing only the treated group do we not correctly 

estimate Ya for the whole population (E(YU) * E(Yu\Tt = / ) )  and likewise using the
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control group for Yi0. The role of randomization is precisely that the outcome variables 

are independent of assignment to treatment or control, so that:

TaJ»±T >  (10)

and therefore

e (y„\t, = i ) = e (y„\t, = o), e (y„\t, = o) = e (y„\t, = 1).

Thus, the treated and control groups do not systematically differ from each other in Yu 

and Yi0 (ignorable treatment assignment) making the conditioning on Tt in the 

expectation unnecessary, and yielding:

r* = r  = E(Y„\Tl =l)-E(Y,c\T, =o)~E{Yl\T,=‘ /j-E(Y,\Tl = 0 )  (11)

3.2 The Role o f the Propensity Score

The extension of the classical randomized framework to a non-experimental setting 

when selection to a treatment occurs on observable characteristics is attributed to Rubin 

(1974, 1977, 1978) and referred to as the “potential outcomes” approach (since one 

estimates what would have been the outcome had the unit not received the treatment 

while observing only one of the outcomes). The analytical contribution of the approach 

is in identifying a transparent set of assumptions that parallel those of a classical 

experiment enabling the researcher to obtain unbiased estimates of the treatment effect.
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In non-experimental studies, data is typically available only on a treated group 

made up of a systematic sub-sample of the population (e.g., volunteers). The control 

group is either a systematic sub-sample of the population (e.g., those who did not 

volunteer) or it may not have been collected alongside the treatment group and may 

have to be created by turning to other data sets. In the context of medical records, data 

are often maintained on patients who were not chosen for treatment; likewise in 

economics, potential controls are often available through periodic population surveys. 

In these cases, it is the treated group which is the population of interest.4 The 

treatment effect is then defined as:

4 - /  = E(Ytl\Tt = 1 ) -  E(Yl0\T, = I) . (12)

However, equation (12) is not identified since Yi0 is never observed for units with 

r ,=  l. Estimating by equation (9) will yield a biased estimate since it can be re­

written as:

f  = t\r.,i{efr„iTl ~ o -E (r jr l ~o] m

* A less natural but consistent case would be to use a treated group to estimate the causal effect for a 
given control population of interest. Mote that in the setting of a randomized experiment (10), the 
treatment effect for the treated population is identical to the treatment effect for the untreated population:
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The earnings of the control group sample may not be representative of the treated 

individuals’ earnings had they not received training. The last term would drop only if 

treatment was randomly assigned. Identification is possible under the assumption of 

“ignorable assignment conditional on covariates”, i.e., assignment to treatment or 

control is a (stochastic) function of a vector of (observable) covariates. In such a case, 

conditional on the vector X, the assignment mechanism is like a randomized experiment 

(Rubin [1977]):

Proposition 1: I f  fo r  each unit we observe a vector o f covariates X, and

Y,.„ Y , , ^ V i ,

then:

Ar.,*‘ E<Yu\T,=I)-E<Yl, \T ,=I)
= E x {E(Y,\Xl,T, = i ) -E (Y l\X l,Tl = O pl =l},

where Yt = TtYu + ( 1 -  Tt)Yi0.

Proof:

Y.Jn lW AX,

=>E(Yll\X„T,=i) = E{Y„\X„T, =0)= E(Y„\X), 

and similarly for Yi0, which allows us to write:
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= Ex {E(Y„ \X„ T, = l ) - £ ( 7„|X „ T, = l)2~; = l}

=  Ex {E(ra\x„T, =  i ) - E ( r ia\x„T, =  o | r ,  =  1}

=  £ x { £ ( r , | x „  r ,  =  1)  -  £ ( K , |X „  r ,  =  o ) |r ,  =  1}

" ^jr{(r r»ur)l^i l}> 

where r TmXX = E m X ^ T , = 1 ) - £ « | X„T, = 0 ) .

Intuitively, this assumes that conditional upon observed covariates X, 

assignment to treatment T, can be taken to be random (conditionally ignorable 

treatment assignment); comparing two individuals with the same observable 

characteristics, one of whom was treated and one of whom was not is like comparing 

those two individuals in a randomized experiment. Taken literally, the notion of 

conditioning corresponds to matching or grouping the observations according to the 

value of the covariate X. The proposition is equivalent to the model in equation (7) in 

which all covariates X  interact with the treatment effect. Note however the difference 

in emphasis; in this approach the assignment mechanism must be explicitly defined as 

well as the covariates that determine assignment. Furthermore, the treatment of

interest is defined in terms of potential outcomes for treated individuals: what would

have been the outcome had they not received the treatment?

The limitation of Proposition 1 is in the estimation of the treatment effect: it 

relies on a sufficiently simple set of discrete covariates to keep the task of conditioning 

on the exact value of X  a tractable exercise. If there are k  dichotomous covariates, the
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number of possible combinations will be 2*. As the number of variables increase, the 

number of matching cells will increase exponentially. Rosenbaum and Rubin (1983a) 

suggest the use of the propensity score, the probability o f receiving a treatment given a 

set of covariates, to reduce the dimension problem associated with implementing the 

conditioning strategy following Proposition 1:

Proposition 2: Let pPCJ be the probability o f unit i having been assigned to

treatment, defined asp(XJ Pr(Ti= I\X i)=:E(Ti\Xi), where 0<p(Xj)<l, Vi. Then:

{ Y M r r \ x t

implies

( « . ) U l A W

Proof:

E(X,\Y,X.p(X))
=  Ex {E (T ,\Y „ Y „ X % r„ p (X ))
= Ex {& T,\X% Y,,p(.Xyt  
= Ex { p (X % r t ,p{X))
= p (X ).

Hence,

= > r j | _ i ' 1, r . | p ( n

Corollary 2.1: r|r., = E ^„{E(r,\T , = E(Y,{T, =0,p(,X ,)p, = l}.
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Proof:

r |r., = £ (r„ ir , = / ) - £ ( r j 7 ;  = /)

- E „ , { E ( T a\T,=l .p(Xl) ) - E ( r a \Tl ~ I . p ( X lj p , - l )

= Erf„{E(ri,\T,=l,p(X,))-E(r„\Tl = 0,p(X,^p'f = /}

= EXx, {e (Y,\T, = l.pfX,)) -  E{Y\Tt = 0.p(X,)}T, = /}

“  E p ( x )  { * 1T ~ l . p ( X )  ~

Thus, the conditional independence result extends to the use of the propensity 

score, as does by immediate implication our result on the computation of the 

conditional treatment effect, now t\p(X). The achievement of the score is that it reduces 

the dimensionality of the problem substantially, requiring only matches on a univariate 

scale rather than in a space of dimension equal to the dimension of X.

Proposition 2 essentially reduces the exercise of estimating the treatment effect

to estimating the following two non-parametric functions:

E(Yil\p{Xl)) = E(Ya | T = 1 ,/** ,)) (13)

E{YiQ\p{Xi)) = E(Ym\Ti = 0 ,p ( ^ ) ) ,  (14)

which would be univariate non-parametric regressions if the propensity score were 

known. Since we are estimating the average treatment effect for the treated population 

and Yu for the treated population is known, in effect we do not have to estimate 

equation (13). The next section discusses how to estimate the propensity score in a
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multi-dimensional, non-parametric regression and then to use the estimated score in a 

uni-dimensional non-parametric regression for the treatment effect. The contention is 

that this is an easier approach than taking on the full non-parametric regression implied 

by Proposition 1, or alternatively by equation (7).5

4. Estimating the Average Treatment Effect

4.1 Estimating the Propensity Score

The first step in estimating the treatment effect is to estimate the propensity score. Any 

standard probability model can be used, e.g., logit or probit. It is important to 

remember that the role of the score is only in reducing the dimensions of the 

conditioning, and, as such, it has no behavioral assumptions attached to it. For ease of 

estimation, most applications in the statistics literature have concentrated on a logistic 

equation:

=  =  ( l5 )

where T, is the treatment status, and hQCi) is made up of linear and higher order terms 

of the covariates on which we condition to obtain an ignorable treatment assignment.6

5 The use of the propensity score in estimating the treatment effect has been discussed briefly in 
econometric contexts (Heckman and Robb 1986:100-104), but to our knowledge has not been explored 
fully in an economic context. For a recent exception see Heckman et al., (1995).
6 Because we allow for higher order terms in X, this choice is not very restrictive. By re-arranging and 
taking logs, we obtain: l n ( ' r<T'“ '*‘X-fr<T,.nx,)) = J-h(X , )  • A Taylor series expansion allows us an 
arbitrarily precise approximation. See also Rosenbaum and Rubin (1983a).
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If the propensity score is used as a mechanism to reduce the dimensions of the 

estimation problem, it is also true that in estimating the score through equation (15) the 

choice of which interaction or higher order term to include is determined solely by the 

need to condition fully on the observable characteristics that make up the assignment 

mechanism. This is formally represented in the following proposition due to 

Rosenbaum and Rubin (1983a).

Proposition 3:

Proof: From the definition of p(X) in proposition 2:

E(Ti\X l,p (X l)) = E(Tt\X ')  = p ( X t) .

Though elementary, Proposition 3 is fundamental in providing a framework to validate 

estimates of the propensity score and hence in choosing which higher order and 

interaction terms to use. For equal values of the propensity score, the covariates are 

also on average balanced, i.e., observations with the same propensity score also have 

the same distribution of covariates; as in a random experiment, observations assigned to 

a treatment by the flip of a coin would vary individually across treatment but not on 

average for a large sample. This provides an easy diagnostic for how well the score has 

been estimated.

The algorithm we propose works as follows. Starting with a parsimonious 

logistic function with linear covariates to estimate the score, rank all observations by
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the estimated propensity score (from lowest to highest). Divide the observations into 

strata such that within each stratum or block the difference in score for treated and 

control observations is insignificant (a t-test on difference of means of treated and 

control is a criterion followed in this algorithm). Proposition 3 tells us that within each 

stratum the distribution of the covariates should be approximately the same across the 

treated and control groups once the score is controlled for. Within each stratum, we can 

test for statistically significant differences between the distribution of covariates for 

treated and control units; operationally, t-tests on differences in the first moments are 

often sufficient but a joint F-test for the difference in means for all the variables within 

each block could also be performed.7 When the covariates are not balanced within a 

particular block, the block may be too coarsely defined; recall that Proposition 3 in fact 

deals with observations with an identical propensity score. The solution adopted is to 

divide the block into finer blocks and test again for no difference in the distribution of 

the covariates within the finer blocks. If however some covariates remain unbalanced 

for many blocks, the score may be poorly estimated, which suggests that additional 

terms (interaction or higher order terms) of the unbalanced covariates should be added 

to the logistic specification to control for these characteristics better. This procedure is 

repeated for each given block until covariates are balanced. The algorithm is 

summarized in Figure I.

7 More generally one can also consider higher moments or interactions, but usually there is little 
difference in the results.
8 Cochran (1968) and Rosenbaum and Rubin (1985a) show that under certain restrictions, including 
normality of covariate distribution, five equal size blocks reduce 95 percent of the bias. Although these 
results can be taken as a benchmark for the number of blocks that would reduce most of the bias from 
differences in the distribution of the covariates, ultimately the blocking is a function of the overlap 
between the distribution of the score for treated and control samples as well as sample size. It is also
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Figure 1 - A Simple Algorithm for Estimating the Propensity Score

• Start with a parsimonious logit function to estimate the score.

• Sort data according to estimated propensity score (ranking from lowest to highest).

• Stratify all observations such that estimated propensity scores within a stratum for treated and control

are close (no significant difference); e.g. start by dividing observations in blocks of equal score

range (0-0.2, ...,0.8-1).

• Statistical test: difference-in-means for all covariates of treated and control in all blocks are not 

significant from zero at relevant confidence level.

1. If covariates are balanced between treated and control observations for all blocks, stop.

2. If covariate i is not balanced for some blocks; divide block into finer blocks and re-evaluate.

3. If covariate i  is not balanced for all blocks, modify logit by adding interaction terms and/or higher 

order terms of covariate t, and re-evaluate.

A key property of this estimation procedure is that it uses a well-defined 

criterion to determine which interaction terms to use in the estimation, namely those 

terms which balance the covariates. It makes also no use of the outcome variable, and 

embodies one of the specification tests proposed by Lalonde (1986) and others in the 

context of evaluating the impact of training on earnings, namely to test for the

evident that the simple stratification procedure adopted here is Dot the only way of determining the 
numb er of blocks that balance the covariates; other non-parametric techniques could be used such as 
kernel or nearest neighbor (see Hardle 1990).
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regression adjusted difference in the earnings prior to treatment.9 Once the propensity 

score is estimated the treatment effect can be obtained in a number of ways.

4.2 Estimating Treatment Effect by Stratifying on the Score

Equations (13) and (14) that define the treatment effect are estimated as univariate non- 

parametric regressions, amounting to methods that use the propensity score non- 

linearly. The first estimator of the treatment effect adopts the stratification procedure 

used for estimating the propensity score to estimate in turn the treatment effect. The 

procedure described in Figure 1 generates a series of blocks, within which the score is 

approximately equal for all units, and within each block assignment to treatment is 

ignorable (Proposition 2 and Corollary 2.1). Within each block, the treatment effect, 

E( Ya 17]=1 ,p(X,))-E(Yi017}=0,/>(X,)), is the difference of two expectations that are a 

function of observables. Estimating r|r»/.p® requires only point estimates of each 

term, and like a randomized experiment the difference of means is an (approximately) 

unbiased estimator. Stratifying on the score ensures an overlap in the distribution of 

the treated and control groups; within each block very little modeling is required, and 

choice of functional forms is no longer a major issue. This procedure can be 

summarized in the following general form:

*If the model used to estimate the treatment effect, e.g. equation (5) effectively controls for observable 
characteristics, it must be true that these characteristics cannot predict pre-treatment earnings. But as 
inriirafeH in figure 1 the purpose of the procedure is precisely to control for pre-treatment characteristics 
whether by taking the difference in means or by regression adjustment. In some sense the algorithm is 
just a specification test.
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E(Yl\p (X l),T, - I ) *  ^ , h „ ( p ( X , » ,  

E(Y\p(X ,),T , = 0 ) * Z ^ f y t (p(X,» ,
(16)

where q indexes the blocks (defined over intervals of the propensity score, ipqj**)) and 

hqJ(pQQ) and hq0(p(X,)) are the functional forms used to model the conditional 

expectations within each block for treated and control respectively. The simplest model 

is a step-function function form:

and likewise for hq0(p(Xt)). Other possibilities include linear within each block, as well 

as continuous and differentiable specifications such as piece-wise linear regressions. 

However, as suggested above, since ultimately we use these specifications simply to 

generate a point estimate of the expectation within each block, further modeling of h(-) 

at most reduces the residual bias. This approximation is then averaged within each 

block to obtain a point estimate of r | T=I>q and over each block to obtain r| T=l :
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and similarly for E f t |7J =0,p(X)}.

The estimates are the sample analogues to the various h(-) functions, suitably 

weighted. For example, with the step function, estimating hql{-) amounts to estimating 

the mean of Yn for the treated sample within each block and then averaging over 

blocks, weighting by the number of treated units:

iCl(q)

2 X
V Vi

X k  X t,
l c l (q )T t = l  ieI(q).T,=0

X L T, '  X < ‘ - T<)
l e l ( q )  l e l ( q )

(19)

Note that the first term simplifies to the average earnings for treated units which is 

directly obtained from the data. However, for Yi0 this simplification is not possible 

and the earnings are weighted by the number of treated observations in block q. The 

step function could easily be replaced by h(•) linear in the propensity score. The 

sample analogue would be a linear regression of Yu (likewise Yi0) on the propensity 

score within each block, and the point estimate would be obtained using the predicted 

values of the regression, suitably weighted. As we will see the benefits of such 

additional modeling are minimal, conditional on the overlap within a block.

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

25

4.3 Matching on the Score

The second estimation strategy that follows also from corollary 2.1 is through pair-wise 

matching on the score. The conditioning on the propensity score is implemented by 

matching techniques that pair each treated unit to the single control unit with the closest 

propensity score. Matching techniques have generally been used when the number of 

potential comparable units is much larger than the number of treated units. In such 

cases, one matches the treated units with a smaller number of selected control 

observation to produce comparable matches and reduce bias. Once each treated unit is 

matched with a control unit, unmatched control units are discarded and we confine 

ourselves to the reduced sample.10 The matched sample will have the property that the 

distribution of observed covariates for the treated and control groups is approximately 

the same. Given the assumption of conditional ignorability (Proposition 2), the 

treatment effect is estimated by taking the difference in means or using least squares 

adjustment appropriately weighted, to correct for any remaining imbalance. Matching 

procedures are not straightforward, because rarely do two treated and control units have 

an identical score. An algorithm for determining how to match units within some 

bands of tolerance on the inexactitude of the match needs to be specified and there are 

delicate issues regarding the order in which to match the treated units (see Rosenbaum 

and Rubin [1985b], and Rubin and Thomas [1992]). Results reported in this paper for

10 In some sense matching is an extreme form of stratification where each treated observation is in a 
separate stratum, which is sufficiently narrow to include only one control. Note that control units would 
be thrown out in a matching exercise even if they were previously included in blocks determined by the 
score.
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matching follow a procedure that accounts for the minimal overlap between the treated 

and control distributions by allowing a given control unit to match with more than one 

treated unit (see Dehejia and Wahba [1995]).11

4.4 Using the Score as Weights

The previous two estimation strategies use grouping mechanisms to condition on the 

score and estimate the treatment effect. The score itself does not enter directly in the 

estimation of the treatment effect but enters indirectly by determining the weights in 

equation (19). Alternatively, the score could be used directly as weights in estimating 

the average treatment effect. The following proposition demonstrates that using the 

score as weights yields a consistent estimator of the treatment effect:

Proposition 4:

is a consistent estimator o f t\ T=J, where Yj is the observed value o f outcome fo r  unit i, 

T, is an index variable (=1 i f  treated and =0 if  control), 0<p(Xi) < 1, and b f  and N° 

are the total number o f treated and control observations respectively.

11 Early work on marching revolved around matching on a covariate or a set of covariates. For a 
theoretical examination of matching on a set of covariates see Rubin (1973, 1979). Applications of 
matching on the propensity score have generally been limited to the biomedical field (e.g. Reinisch et al. 
[19931). The only application we know of in economics is Duggan (1994).
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Proof:

In the population consider 9 , where:

v. ' ' l - p ( X t) ‘ V

E x { E { m x ) -
E ^ X . ^ X ) - p ( X , ) E { Y „ \ X ) )

J p(x,)(e(y„\x,)-E(r„\x^f(.x,yd(x,) 
j  WT, = l j f f i f c M -  E(rn\x,))xx,\T, = m x .)  
PtT,=l)Em„{E(ra-Y„\X,)).

and the sample analogue of r  is:

The estimator differs from the first two to the extent that the objective of the causal 

model adopted in this paper is to be agnostic about which functional form needs to be 

assumed. In using the score as a weight results will be more sensitive to score 

estimation. However the power of proposition 4 is that it does not rely on stratification 

procedures (blocking or matching) to control for observables as in Proposition 2 and its 

corollary. A very different estimate of the treatment obtained when using weighting, 

compared to using stratification or matching, would suggest that either the score is mis- 

specified (an issue that can be corrected through additional interaction terms and higher
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order terms) or that the treatment effect is not ignorable conditional on the score. In 

this sense, proposition 4 is an additional self-diagnostic test.

5. The Data

5.1 The National Supported Work Program

The NSW was a federally-funded program with the objective of providing work 

experience for a period not exceeding twelve months to individuals that had faced 

economic and social problems prior to enrollment in the program.12 Four groups were 

targeted: women on Aid to Families with Dependent Children (AFDC), former

addicts, former offenders, and young school dropouts (but for reasons of space, this 

paper will only use the sample of male participants). Candidates were selected first on 

the basis of eligibility criteria, then at each site were randomly assigned either to the 

training program or excluded from it (MDRC [1983,5-9]). Those randomly selected to 

join the program were assigned to ten demonstration sites across the country and 

participated in various work ranging from operating a restaurant to building and 

operating a child care center. Unlike typical clinical trials, the eligible candidates did 

not all join the NSW program at once, but were screened and subsequently randomized 

over a period of 51 months between March 1975 when the program started and June 

1977 when the last participants were accepted. Information on pre-treatment earnings 

as well as social characteristics was obtained from initial surveys as well as social 

security administration records. Finally, both control and treatment groups were given

12 Several reports document extensively the NSW program. For a general summary of the findings see 
MDRC (1983).
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follow-up interviews at specific intervals, with the last interview 36 months after 

assignment.

A total of 6,616 individuals were considered eligible for the program and 3,214 

were assigned to the program whereas 3,402 served as a control group. However the 

final number of observations available with complete earnings profile as well as 

information on background characteristics was 540 observations for the treatment group 

and 554 for the control group.13 A final feature of the NSW design that requires 

mentioning relates to the month of assignment (moa) to the program, defined as the 

number of months in training prior to the end of the program (January 1978=0). 

Because randomization of the eligible individuals across treatment and control was not 

carried out simultaneously at one point in time (e.g. at the beginning of the program), 

but rather occurred throughout the entire period between March 1975 and July 1977 as 

individuals presented themselves to the administrators of the program, this created what 

has been referred to as the “cohort phenomenon” (MDRC [1983:48]). Individuals 

joining early in the program may not have had the same characteristics as those 

entering later. Indeed, the period 1974-1975 was characterized by high unemployment

13 Because of cost considerations not all participants were given follow-up interviews, which therefore 
reduced the number of final observations available and which explains the imbalance between treated and 
control observations, a smaller percentage of the latter group having been randomly interviewed for the 
follow-up interviews. As explained in MDRC (1983), the choice of which subset o f participants to re- 
interview was randomized, and so does not affect the experimental design. The number was further 
reduced because of no-response from some of the interviewees. Although this could potentially affect the 
effect of randomization through selection bias, Brown (1979) discusses the effect of no-response and 
finds little evidence that it affects the results of the program. Finally, dropouts from those assigned to 
the treatment program were not significant (0.008 percent of total treated individuals) to confound the 
interpretation of the treatment effect.
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rates compared to the following period, which suggests that the composition as well as 

the overall treatment effect may differ across cohorts.

5.2 The Sample

To control for the cohort phenomenon Lalonde (1986) limits his sample to those with a 

month of assignment (moa) between January 1976 (moa=24) and July 1977 (moa=6). 

This further reduces the sample to 297 treated observations and 425 control 

observations. It is important to note that selection of a sub-group based on month of 

assignment does not affect the properties of the experimentally randomized data set; by 

virtue of randomization the treated and control groups do not differ systematically 

along any selected pre-treatment variable, including moa. However this procedure 

does alter the benchmark training effect obtained by comparing the post-training 

earnings of the treated with the control observations.

The analysis in Lalonde (1986) uses only one year of pre-treatment earnings. 

But as Ashenfelter (1978), Ashenfelter and Card (1985), Card and Sullivan (1988) and 

others indicate, the use of several years of earnings is key in estimating the variability 

in the training effect. Since the methodology of Section 3 relies on fully exploiting the 

selection on observables assumption, we obtain additional information on the earnings 

profile of the participants, and test the sensitivity of the methodology to selection on 

observables, specifically pre-treatment earnings. From the sample of 297 treated and 

425 control, using month-of-assignment we exclude those observations for which 

earnings in calendar 1974 could not be obtained thus arriving at a reduced sample of
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185 treated observations and 260 control observations.14 Table 1 provides the 

characteristics of the sample used by Lalonde (297 treated and 425 control) as well as 

the reduced sample used throughout this paper (185 treated observations and 260 

control). First, it demonstrates the effect of randomization on the pretreatment 

covariates of the treated and control groups. As expected, since both samples are 

chosen based on objectively defined pre-treatment covariates, the mean of the 

covariates across the treatment and control is similar and the differences are not 

statistically significant.15

5.3 Estimating the Treatment Effect: The Lalonde Results

Table 2 (rows 1 and 2) presents the training effect using the two randomized samples of 

Table 1 and the training effect for groups selected by sample characteristics for the 

second sample only. The treatment effect reported in column 3 is estimated by taking 

the difference-in-means (hereafter referred to as “unadjusted” treatment effect) of 1978 

earnings of the treated and control groups. The relatively high standard error of the 

treatment effect of $886 (s.e. =  476) suggests the possibility of heterogeneity of the 

treatment effect among units. The higher treatment effect for the second sample

M The variables from the NSW data were originally expressed in experimental time. Lalonde (1984) 
explains how the data is converted to calendar time so that earnings are comparable to earnings from 
other data sets such as the PSID or CPS. Using the month of assignment variable (moa=0 in 1978), and 
the variable on earnings 24 months prior to assignment earnings for calendar 1974 are derived. For more 
details on how the sample was derived see Dehejia and Wahba (1994).
ls Table 1 replicates Lalonde Table 3 (1986:608) for the experimental data. The two samples do, 
however, differ from each other. For example, earnings in 1975 are substantially lower for our sample 
than for the entire sample ($ 1,532 against $ 3,066), as well as for the earnings two years prior to 
assignment (which is equivalent to earnings in 1974 for the second sample). As expected the average 
month of assignment increases for the second sample, 18.5 compared to 16.5 for the first sample. These 
differences simply reflect the “cohort phenomenon” noticed by the designers of the NSW program and 
do not compromise the validity of a simple comparison of sample means as causal estimates.
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($1794) is a reflection of the cohort phenomenon as explained previously. Within the 

second sample, the variation in training effect is indicated in column (4).16 Those 

participants, for example, that completed high school or that have more than 11 years 

of schooling have a treatment effect that is much higher than the average ($3,085), and 

significantly different from the treatment effect o f their complement (nodegree or less 

than eleven years of schooling). Unemployment in 1974 is an important covariate that 

distinguishes participants (treatment effect is $3,376 for those unemployed in 1974 and 

$-685 for those employed in 1974), whereas whether an individual was employed or 

not in 1975 makes little difference in terms of treatment effect. A question addressed 

in Section 6.5 is how well are these group-specific treatment effects replicated using 

artificial control groups. The importance of the earnings profile for 1974 in 

determining the probability of training participation is discussed in Section 7.2 in the 

context of the sensitivity to selection on observables assumption.

Non-experimental estimates of the treatment effect are based on the two distinct 

control groups used by Lalonde (1986), the Panel Study of Income Dynamics (PSID) 

and Westat’s Matched Current Population Survey-Social Security Administration File 

(CPS-SSA). From these two control groups, several sub-groups are then created 

following criteria defined in Table 3A (Lalonde [1986: Table 3]).17 The difference

16 The variation in the treatment effect is tested by estimating equation (7) using the NSW data for a 
single characteristic and testing for the null hypothesis on the coefficient of the interaction term. Note 
that column (4) of Table 2 reports the difference in treatment effect between a group and its complement. 
In the case of a binary variable such as black, the estimate in column (4) is exactly the estimated 
parameter of the interaction term in equation (7).

Note that there is a small discrepancy between PSID-1 in Table 3 and in Lalonde’s Table 3. This is 
due to missing observations for three individuals which had to be discarded for regression analysis. The 
table was not able to replicate exactly CPS-2,3 from the original data files although the results are 
extremely close.
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between the sample characteristics of these various controls and the NSW treated group 

is quite striking especially pre-treatment earnings, and although the subsequent sub­

groups reduce some of these differences, there are still significant differences in 

variables such as pre-treatment earnings. Following Lalonde, the training effect 

between treated and control groups is estimated in two ways: first as a difference in 

means of earnings for treated and control (the unadjusted treatment effect), and second, 

controlling for sample characteristics as well as pre-treatment earnings using the least 

squares specification in Lalonde (1986) (equation (5)) by regressing earnings in 1978 

on a dummy variable for treatment and a set of covariates (hereafter “adjusted” 

treatment effect). These two estimators are reported throughout the analysis.

Table 4 presents the complete set of estimates originally reported by Lalonde 

(1986) with the first row reproducing the experimental treatment effect using the NSW 

control group.18 The simple difference in means yields highly negative treatment 

effects, $ -15,205 if PSID-l is used as a control group and $-8,498 if CPS-1 is used as 

control. The adjusted treatment effect which controls for pre-treatment earnings is 

reported in column (10). The treatment effect is $218 using PSID-l and $738 for CPS- 

1, still $1,576 to $1,056 away from the experimental benchmark. The results do not 

greatly improve when the other control groups are used. With PSID-2, and CPS-2 the 

unadjusted treatment effects are still negative, and the adjusted treatment effect 

improves somewhat although the standard errors increase substantially. With PSID-3

18 This is equivalent to Table 5 in Lalonde (1986) using the smaller sample. As expected from a 
randomized experiment, the unadjusted estimator is close to the adjusted treatment effect when using the 
randomized data.
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and CPS-3 the estimates are closest to the benchmark treatment effect. Applying one 

of the specification tests suggested by Lalonde, of regressing pre-treatment earnings in 

1975 and in 1974 over the same functional form used to estimate the adjusted treatment 

effect, the researcher would have to reject all the estimators in column (10) since the 

difference in pre-treatment earnings (1974 and 1975) of the two groups is significant.19

The essential insight of Lalonde’s study is that adjustment on the composite 

sample of NSW treated and CPS or PSID controls provides an estimated treatment 

effect which fails to replicate the experimental treatment effect. The direction in which 

Lalonde proceeds with this observation is to demonstrate that the results are very 

sensitive to the specification of the model used. Lalonde also shows that in the absence 

of clear exclusion restrictions that identify the treatment effect, assumptions on 

unobserved characteristics that help identify the treatment effect do not fare better than 

standard methods in estimating the training effect. The choice of control group or 

subset of control is also an important factor in estimating treatment effects (see also 

Fraker and Maynard [1987] on this issue). In addition specification tests fail to provide 

useful guidance to the researcher on which estimate to study further.20 The results in 

columns (4) and (10) of Table 4 are used as a benchmark to evaluate the approach 

developed in the previous section.

19 The usefulness of one additional year of pre-treatment earnings becomes apparent when applying the 
specification test; both for PSID-l,2, and CPS-1,2 the test fails for earnings in 1974 and 1975. 
However, for PSID-3, and CPS-3 adjusted pre-treatment earnings in 1975 are statistically the same for 
treated and control but are significantly different for 1974. Without earnings in 1974 the estimated 
treatment effect would pass this specification test.
“ The possible role of specification tests in identifying the appropriate model to choose from the array of 
models used by an econometrician is explored by Heckman and Hotz(1989).
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6. Results Using the Propensity Score

6.1 Estimating the Propensity Score

Following the algorithm outlined in Section 4, the propensity score is estimated using 

equation (15) with the treatment status as the dependent variable and the pre-treatment 

covariates as independent variables. The final choice of interaction and higher order 

terms included in the logistic function was determined solely by the need to balance the 

covariates within blocks as defined in the algorithm. This procedure was repeated for 

each of the six control groups of Table 3A separately and the resulting logistic 

functions are presented in the footnote of Table 5. Note that in this procedure the 

outcome variable (earnings in 1978) plays no role.21 Note also, that the procedure 

embodies specification tests of the type suggested by Lalonde. Within each block 

unadjusted as well as regression-adjusted differences in all pre-treatment covariates 

between the two groups, including pre-training earnings, were estimated. If the 

difference was not significant the blocks were maintained, otherwise the procedure was 

repeated.

6.2 Treatment Effect Stratifying on the Propensity Score

The first of the estimators discussed in Section 4 uses the stratification resulting from 

estimating the score and a step-wise functional form for h(') such as equations (18-19). 

The equation is estimated by summing over the blocks the difference of the within- 

block means of the outcome variable for the treated and control observations, where the

21 E a rn in g s  do enter however in lagged form as pre-treatment earnings in 1975 and 1974.
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sum is weighted by the number of treated observations within each block, obtaining the 

unadjusted treatment effect,22 Alternatively, a treatment effect could be obtained using 

the same regression specification as column (2) of Table 5 within each block, and again 

taking a weighted sum over the blocks to obtain the adjusted treatment effect.

Tables 6 and 7 present the disaggregated treatment effect using the stratification 

resulting from the estimation of the propensity score for PSID-l and CPS-1 

respectively. Note that all control observations with an estimated score lower than the 

minimum estimated score for treated observations are excluded. For Table 6 this is 

indicated in the first block where the lowest estimated score is 0.0004. The number of 

control observations used is determined only by the degree of overlap between the 

distribution of the score for the treated and control groups, resulting in 1070 control 

observations from PSID-l. The estimated training effect is $1,509 and $1,647 for the 

unadjusted and adjusted estimates respectively. In Table 7 the minimum estimated 

score is 0.001, which is the lowest estimated value for the treated observations. The 

total number of CPS-l control actually used was 3,992 implying that 12,060 control 

observations (a full 75 percent of the total number of control observations) had an 

estimated score less than the minimum estimated score for the treated observations. 

This illustrates well the weakness of the standard model; in linear models such as those 

tested by Lalonde (1986) one is extrapolating from a group made up mostly of 

irrelevant controls. With CPS as a control group, after controlling for observable

22 As explained in footnote 11, in the non-experimental set-up this corresponds to the average treatment 
effect conditional on having been in the NSW treated group, but because the NSW is a randomized 
experiment its treated and control groups are drawn from the same population, so the correct benchmark 
for comparison remains the treatment effect of US $1,794.
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characteristics through the propensity score the unadjusted training effect is $ 1,713 and 

$ 1,774 for the adjusted training effect.

Several other characteristics of the tables should be mentioned. Blocks vary in 

their score range because though a greater number of observations within a block is 

desirable, ultimately the block size will depend on the balancing of the covariates as 

described in the algorithm. The treatment effect varies within each block since it 

depends on the particular sample characteristics represented in the block. For example, 

treated observations in block I of Table 7 had an average age of 27, 20 percent of them 

were black participants, and the average earnings was $ 6,620 in 1975. In contrast, 

the last block was made up of treated participants with an average age of 26, all of 

whom were black with an average income of $ 194 in 1975. The variation in treatment 

effect is taken up further in Section 6.5. Finally, the similarity of the unadjusted and 

adjusted treatment effect within each block suggests that by conditioning on the score 

the effects of randomization are replicated.

The estimated treatment effects from stratification on the score for all six groups 

are summarized in Table 5 in columns (4) and (5). Columns (1) and (2) repeat the 

benchmark estimates discussed earlier for convenience. The main feature of these 

results is that the use of the propensity score has eliminated those observations in the 

control groups that are not comparable to the treated observations, without resorting to 

any ad hoc assumptions on the characteristics of the control observations used to derive 

PSID-l to PSID-3 and similarly CPS-1 to CPS-3. This is not to say that in going from 

CPS-1 to CPS-3 and PSID-l to PSID-3 one may not improve the estimate; instead, the
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basic point is that ensuring overlap through the score is a more systematic way to 

eliminate irrelevant controls.

Furthermore, comparing these estimates with the estimated training effect over 

the entire sample (columns 1 and 2) demonstrates the problem associated with the 

extrapolation implicit in the least squares training effect when there is minimal overlap 

in the two distributions. Unlike the estimates in columns (1) and (2) the treatment 

effect estimated in column (3) is estimated using the same specification as (2) adding 

the score as a variable and regressing over the overlap sample specified in column (6). 

The treatment effect for both control groups PSID-1 and CPS-1 is $542 and $893 

respectively. A constant additive treatment effect estimated in the overlap sample does 

not result in substantially higher estimates. As results in columns (4) and (5) indicate, 

ensuring that the distributions overlap and relaxing the constant treatment assumption in 

a more flexible form yield estimates that are considerably closer to the randomized 

benchmark estimate.

Moving down the various control groups does not significantly alter the 

estimated treatment effect in columns (1) and (2). The estimated treatment effect in 

columns (4) and (5) range from a low of $ 1,335 to a high of $ 1,713 for the 

unadjusted estimate with CPS controls and from a low of $ 1,509 to a high of $ 1,829 

for PSID controls. In the case of adjusted estimates the training effect varies from $ 

1,023 to $1,774 and $ 1,647 to $ 2,538 for the CPS and PSID controls respectively. 

Note however that under stratification on the propensity score there is no need to 

construct further control groups since this is achieved by the blocking on the score.
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Under this approach a researcher would no longer need to construct somewhat arbitrary 

control groups such as PSID-2, PSID-3 and CPS-2, CPS-3 and would report only the 

adjusted training effects that vary between $1,509 and $1,774.

6.3 Matching on the Propensity Score

As suggested in Section 4 an alternative to stratifying on the score is pair-wise 

matching. By matching each treated unit to the control with the nearest propensity 

score (with replacement), we focus attention on a much smaller subset of the overall 

control group. For PSID-l to 3, 52, 31, and 43 controls are used respectively and for 

CPS-1 to 3, the number of controls matched to the treated observations are 106, 87, 

and 63 respectively. The characteristics of the matched control samples are reported in 

Table 3B. Comparing the sample characteristics of the matched sample with those in 

Table 3A shows precisely the result from matching on the propensity score. Columns 

(6) and (7) of Table 5 present the unadjusted and adjusted treatment effects.23 The 

treatment effect varies from $ 870 to $ 2,190 (unadjusted) and $ 826 and $ 1,740 

(adjusted) with PSID controls. With CPS controls, the treatment effect varies from $ - 

466 to $ 1,445 (unadjusted) and $ -372 to $ 1,589 (adjusted). Again, a researcher 

following our approach would not need to construct control groups other than the 

original control group so that the adjusted estimated treatment effect under matching 

methods would vary between $ 1,174 and $ 1,690. Although the researcher would

23 Note however that weights need to be used in matched samples to take into account the matching of 
more than one treated observations to the same control observation. For more details see Dehejia and 
Wahba (1995).
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miss estimates somewhat closer to the experimental benchmark by not using control 

groups such as PSID-3 and CPS-2, she would also eschew particularly poor results by

not using ad hoc sub-groups such as PSID-2 or CPS-3.

6.4 Using the Propensity Score as Weights

The estimates using the score directly as weights are presented in column (9) of Table 

5. The treatment effects for the PSID-1 and CPS-1 samples are $1,129 and $1,485 

respectively. As we vary the control sample (and accordingly re-run the logistic 

regression), no noticeable variation in the reported treatment effects are observed. It is 

difficult to give a proper interpretation to the estimates under the reduced samples; the 

observations dropped from the control group could be those which are least likely to be 

treated (low score), or if the chosen criterion for reducing the sample is an 

inappropriate one, the observations dropped could be those that are most likely to be 

treated (high score). Either way, by removing them from the sample the information

they contribute to estimating the score accurately is lost.

The critical issue concerning sub-groups such as those created by Lalonde 

(1986) to reduce the bias, is that forming subsets of the control group based on single 

characteristics such as employment status between PSID-1 and -2, for example, 

imposes a lexicographic preference in terms of suitability of matches on that 

characteristic. Instead, by allowing the score to choose from the full data set, one 

incorporates all observable characteristics weighted by the probability of selection.
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6.5 Estimating the Treatment Effect by Sample Characteristics 

A notable feature of the results presented in the previous sections is the high standard 

errors on the treatment effects. Table 2 exposed a significant degree of heterogeneity in 

the benchmark training effect, suggesting that a model with a constant treatment effect 

such as equations (5) can be substantially misleading. The potential heterogeneity of 

treatment effects is made explicit by the non-parametric nature of the estimation 

strategy followed in this paper.

As Tables 6 and 7 indicate, the treatment effect for the blocks vary from a 

highly positive to a highly negative effect. These estimated treatment effects are for 

observations with similar propensity scores and socio-economic characteristics within 

blocks but different across the blocks. For example, block 6 of Table 7 with a score 

range of 0.6 to 0.85 is made up of 26 treated observations and 12 control observations 

all of whom are blacks, with an average age of 26, 10 years of high school, less than a 

third of them married, with no earnings in 1974, and very low earnings ($250) in 1975. 

For this group the average training effect was $2,364 (unadjusted) and $3,683 

(adjusted) which would compare with the benchmark training effect of $2,029 for black 

participants, or $2,692 for those with no earnings in 1974 reported in Table 2. The 

blocking, in and of itself, cannot provide as sharp a result as conditioning on specific 

sample characteristics, but for some of these blocks, where the number of treated and 

control observations are well balanced, the negative (or positive) treatment effect 

simply reflects the heterogeneity of the treatment effect in the experimental data set. 

Also, the minimal overlap between the two distributions of the treated and control
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observations implies small sample size as indicated in Tables 6 and 7, resulting in 

higher standard errors than treatment effects over the entire sample.

Table 8 estimates the treatment effect by sample characteristics using the PSID- 

1 and CPS-1 controls. We see that for many o f the characteristics the estimates closely 

match the experimental results. This provides substantial added confidence in the 

accuracy of the non-experimental results, since not only do they track the average 

treatment effect for the NSW group, but they also track the average treatment effect for 

sub-sets of the original group. Note however that standard errors are still relatively 

high for many of the treatment effects controlling for individual characteristics, 

especially when using PSID-1 as control group as indicated in Table 8.

Thus in summary using both the PSID and CPS we estimate treatment effects 

which come reasonably close to the experimental benchmark. Lalonde’s message from 

his analysis was that the researcher is presented with an array of estimates which differ 

dramatically (from $-15,205 to $1,326) and with no clear way to choose between them. 

In contrast, from our array of estimators, the answer which emerges is much more 

focused. Furthermore, the estimates are based on a simple algorithm for comparing 

observations as summarized by their propensity score. The flexibility of the approach 

is also demonstrated in the way it is able to replicate to a large extent non-constant 

treatment effect embodied in the original experimental data set.
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7. Sensitivity Analysis

7.1 Sensitivity to Specification o f the Propensity Score

Under the algorithm defined in Section 4, the choice of interaction terms in the logistic 

function is entirely determined by the need to balance the covariates within blocks. 

Table 9 presents various point estimates of the treatment effect with CPS-1 and PSID-1 

as control groups, starting with the logit function reported in Table 5 and then 

excluding high order terms (squared and cubic) followed by excluding interaction terms 

from the logit. Although none of the resulting logistic functions completely balance the 

covariates for equal values of the score (as did the logit function reported in Table 5), 

the results indicate that the point estimates stratifying on the score are not highly 

sensitive to logit specifications. Estimates in column (3) where the score enters linearly 

in the regression are also not much sensitive to propensity score specification. This 

points to the crucial characteristic of our approach, namely that the choice of terms in 

the logit specification is driven only by the need to balance covariates of observations 

with similar propensity scores. In contrast, the estimation of the treatment effect 

following equation (7) requires prior information on which term to include. Note also 

that with CPS controls, standard errors are significantly lower.24 Sensitivity analysis to 

starting parameters in the logit for score estimation (see the first step in figure 1) were

24The lower standard errors that come with coarser specification of the logistic function suggest a tradeoff 
between efficiency and unbiasedness. The properties of the algorithm proposed in Section 3 and any 
other algorithm need to be evaluated fully, a direction for future research.
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also conducted and generally produce the same logit specification. Also, results were 

not sensitive to changes in the initial blocking rule (see the second step in figure l).25

7.2 Sensitivity to Selection on Observables

The key assumption driving the above analysis is that all the variables generating 

assignment to treatment (and correlated with potential outcomes Yu and Yi0) are 

observed. It is clear that rarely are all the relevant variables observed by the 

researcher. To this extent, one must examine how far we can go in removing the bias 

from the results through conditioning on observables. In this section we examine this 

issue by excluding pre-treatment earnings in 1974 and re-estimating the treatment effect 

using the estimators described in Section 4. The results of Table 5 are re-computed and 

presented in Table 10.

The first apparent difference between Tables 5 and 10 is the sensitivity of the 

PSID sample to pre-treatment earnings in 1974. When 1974 earnings are dropped, 

estimates of the training effect are negative with very high standard errors. As 

expected, the use o f Lalonde’s PSID-1 and PSID-2 samples does not change the results 

very much. Estimates of the treatment using matching or the score as weights also 

perform poorly. In contrast, using CPS as a control group results in estimates that are 

more robust. Stratification on the score produces with CPS-1 an adjusted training 

effect of $1,207 (s.e.=880). Pair-wise matching on the score also produces a

25 The results reported in this paper were produced by implementing the iterative aspect of the algorithm 
summarized in figure 1 m a n u a l l y  A preliminary computerized version of the algorithm has been written 
and reproduces the general results of the paper.
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significant effect of $ 1,969 (s.e.=808) only $175 higher than the benchmark case. 

The reason for this important difference between the two control groups is found by 

examining the distribution of earnings in 1974 and 1975 across the propensity score 

blocks. Whereas earnings in 1974 are not balanced for most of the blocks in the case 

of PSID-1, the opposite is true for most (but not all) of the blocks with CPS-1. The 

difference in the two samples comes from relatively different pre-treatment earnings 

profile. In PSID-1, earnings in 1975 do not follow closely earnings in 1974 controlling 

for the propensity score; for higher propensity score levels, earnings in 1975 do not fall 

as sharply as earnings in 1974 resulting in a negative correlation between the two years. 

In contrast, earnings in CPS-l for 1974 and 1975 follow each other closely, both 

dropping substantially with higher score levels resulting in positive correlation across 

all blocks. With the dip in earnings, captured earlier in the CPS sample, dropping 

earnings in 1974 affects the estimates o f the training effect for PSID-1 but not CPS-1 

(see Ashenfelter [1974, 1978] and Ashenfelter and Card [1985] on what has been 

referred to as the “Ashenfelter dip” in earnings prior to enrollment in training 

programs).

7.3 The Use of More than One Control Group

By comparing the overall results in Table 10 to those in Table 5 the value of using 

several control groups becomes evident. Whereas a coherent estimate of the treatment 

effect emerges in Table 5, Table 10 shows that if the researcher did not know that an 

important covariate was missing, she would report a treatment effect that varies
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substantially depending on the control group used. How does one compare the 

estimates of the treatment effect for two (or more) control groups? In the above 

analysis we tested sensitivity to the available set of covariates by using our knowledge 

of the experimental benchmark to see how far we strayed from the true estimate when a 

key covariate was set aside. In applications, such randomized data sets are not 

typically available, but though it is more difficult to assess sensitivity to unobservable 

characteristics, it is not impossible (see Rosenbaum and Rubin [1983b]).

The use of more than one control group provides additional information 

regarding the sensitivity of the results to unobservable covariates. The practice of 

utilizing multiple control groups in economics and more specifically in the manpower 

training literature is not uncommon, but studies generally report only the final control 

group used in the evaluation.26 There is however a fundamental difference between 

sensitivity to the choice of control group within a specific data set (and sub-groups 

obtained from it), as was addressed in the previous section, and between two distinct 

control groups. The former is an issue already addressed by making use of the 

propensity score. Comparing results between two distinct control groups is a more 

delicate exercise. Some studies (Rosenbaum [1984, 1987]) suggest that the use of a 

second control group in non-experimental settings can sometimes help detect the 

presence of important variables not observed in the data. The intuition is simple, and 

was illustrated by Tables 5 and 10. When a variable that determines assignment to

26 Fraker and Maynard (1987) provide a detailed analysis of the treatment effect for the NSW program 
iKing a series of control groups. They conclude that the results are generally sensitive to the choice of 
control groups.
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treatment is not observed there are two possibilities. If the estimated treatment effect 

across the two samples is quite similar (as in Table 5), this suggests either that all 

important variables are observed or that the unobserved variable affects the observed 

covariates of both samples similarly. If instead the estimates differ substantially (as in 

Table 10), this suggests quite strongly the presence of some unobserved variable which 

affects each sample differently. Without an experimental data set, the use of multiple 

control groups can provide a partial test for the presence of unobserved variables.

8. Conclusion

This paper presents a framework for estimating treatment effects in non-experimental 

settings when assignment to treatment is assumed to be ignorable conditional on 

observable characteristics. Drawing from the statistics literature on causal inference 

analysis, the paper defines the role of the propensity score in identifying treatment 

effect with conditionally ignorable assignment. The paper then proposes an algorithm 

for estimating the propensity score, and three types of estimators of the treatment effect 

based on the score.

The estimators are evaluated using Lalonde’s seminal re-creation of a non- 

experimental setting. Results show that the estimates of the training effect are close to 

the benchmark randomized case, and are robust to specification of the control groups 

defined by Lalonde. By stratifying observations on the score, a researcher needs only 

to use the original control groups to estimate the training effect and would report an 

effect that varies between $1,509 and $1,774 compared to the randomized treatment
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effect of $ 1,794. Using estimators based on matching or weighting by the propensity 

score lead to similar estimates. The paper also evaluates sensitivity to the specification 

of the propensity score as well as sensitivity to the selection on observables assumption. 

Results indicate the robustness of the estimated training effect to changes in the 

benchmark logit specification and to blocking methods. Excluding earnings in 1974 

from the analysis affects the estimated training effect when using PSID as control but 

less so with CPS, a result that underscores the importance of using more than one 

control group in non-experimental studies.

In most of the estimates the standard errors are high, and although the 

heterogeneity of the treatment effect as well as the minimal overlap in the distribution 

of covariates between treated and control go far in explaining the high standard errors, 

further research is needed to examine the optimality properties of the rule specifying 

the score, such as the tradeoff between unbiasedness and efficiency (possibly through 

Monte Carlo studies). While the results obtained in the paper are specific to the data 

set, further studies based on non-experimental evaluation of randomized studies should 

provide additional evidence on the merits of this approach and on how general (or 

specific) are these methods to the data at hand. This does not deny the importance of 

randomized experiments; indeed, it is thanks to a randomized data set that such an 

evaluation was made possible.

The Lalonde paper and the ensuing debate may have cast a negative light on 

standard econometric methods of evaluating social programs. This paper attempts to 

rehabilitate the assumption of selection on observables with the use of the propensity
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score to exploit fully the ignorability assumption. There are however many settings in 

which the assumption of selection on observables is not sufficient to identify the 

treatment. The conclusion to draw from this paper is that even when the researcher 

suspects that important characteristics are unobserved and that exclusion restrictions 

that identify the treatment may be available, the self-diagnostic nature of the approach 

reveals valuable information to the researcher by examining the comparability of the 

distributions of the treated and control units. The techniques exposed in this paper are 

powerful enough to sort out which observations from a large pool of potential controls 

are relevant comparisons to treated units under consideration and to help guide the 

researcher in other possible directions. Our argument would be: before recourse to 

modeling through assumptions on functional forms and distribution, assumptions on 

unobservables which by their very nature are difficult to test in the data, there is 

substantial reward in exploring first the information contained in the variables that are 

observed.
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Table L: Sample Means and Standard E rrors o f Covariates For Male NSW  Participants
National Supported Work Sample 

(Treatment and Control)

Variable Lalonde Sample Dehejia-Wahba Sample
Treatment Control Treatment Control

Age 24.63 24.45 25.81 25.05
(0.39) (0.32) (0.52) (0.45)

Years of schooling 10.38 10.19 10.35 10.09
(0.11) (0.08) (0.15) (0.1)

Proportion of School Dropouts 0.73 0.81 0.71 0.83
(0.03) (0.02) (0.03) (0.02)

Proportion of Blacks 0.80 0.80 0.84 0.83
(0.02) (0.02) (0.03) (0.02)

Proportion of Hispanic 0.09 0.11 0.059 0.1
(0.02) (0.02) (0.017) (0.019)

Proportion Married 0.17 0.16 0.19 0.15
(0.02) (0.02) (0.03) (0.02)

No. of Children 0.38 0.36 0.41 0.37
(0.05) (0.05) (0.07) (0.06)

No show variable 0 n/a 0 n/a
(0) (0)

Month of Assignment (Jan. 15178=0) 16.47 15.73 18.49 17.86
(0.28) (0.27) (0.36) (0.35)

Real Earnings 12 months before training 1,771 1,700 1,689 1,425
(175) (161) (235) (182)

Real Earnings 24 months before training 3,571 3,672 2,096 2,107
(335) (316) (359) (353)

Hours Worked 1 year Before Training 322 293 294 243
(29) (24) (36) (27)

Hours Worked 2 Years Before Training 543 516 306 267
(43) (36) (46) (37)

Sample Size 297 425 185 260
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Table 2: Training Effect and Sample Means of Covariates Blocking on Selected Sample Characteristics for NSW Male Group
No. of Obs. Treatment Effect Sample Means of Covariates (s.e.)

US$
(s.e.)

(1) (2) (3) (4)
Treat
ment

Con­
trol

Unadjuste
d

Diff.
with

Comp.b

Age Educ Black Hisp Ndegree Married RE74*
US$

RE75
US$

MOA U74a U75

Sample-1 297 425 886
(476)

24.63 10.38 0.8 0.09 0.73* 0.17 3,571 3,066 16.47 0.44 0.37

Sample-2 185 260 1,794
(633)

25.81 10.35 0.84 0.059 0.71* 0.19 2,096 1,532 18.49 0.71 0.60

Black 156 215 2,029
(706)

25.98 10.31 1 0 0.72’ 0.19 2,155 1,491 18.38 0.71 0.62

Non-
Black

29 45 803
(1331)

1,226
(1703)

24.93 10.52 0 0.38 0.62 0.21 1,776 1,755 19.06 0.69 0.52

Ndegree 
=  1

131 217 1,154
(696)

25.37 9.47 0.86 0.07 1 0.20 1,545 1,603 18.50 0.74 0.61

Ndegree
=0

54 43 3,192
(1517)

-2,037
(1523)

26.89 12.46 0.80 0.04 0 0.17 4,431 1,360 18.48 0.63 0.57

Educ
> = 11

98 113 3,085
(1033)

26.59 11.81 0.84 0.03 0.45* 0.21 2,419 1,401 18.52 0.69 0.61

Educ
<11

87 147 402
(753)

2,683
(1265)

24.94 8.70 0.85 0.09 1 0.16 1,731 1,680 18.46 0.72 0.58
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Table 2: Training Effect and Sample Means of Covariates Blocking on Selected Sample Characteristics for NSW Male Group (Cont) 
Cov. No. of Obs. Treatment Sample Means of Covariates (s.e.)

Effect US$
(s.e.)

Treat
ment

Cont
rol

Diff. in 
mean

Diff.
with

Comp.

Age Educ Black Hisp Ndegre Married RE74
US$

RE75
US$

MOA U74 U75

_ _ _ *
MOA
> = 1 8

108 141 2,717
(956)

25.37 10.49 0.82 0.07 0.71 0.20 3,590 2,596 22.32 0.5 0.32

MOA
<18

77 119 482
(748)

2,235
(1272)

26.44 10.14 0.87 0.04 0.70 0.17 0 40 13.12 1 0.99

U 74=l 131 195 2,692
(722)

26.52 10.25 0.85 0.05 0.74* 0.16 0 434 16.95 1 0.83

U74=0 54 65 -685
(1278)

3,376
(1414)

24.11 10.57 0.83 0.09 0.63* 0.26 7,179 4,195 22.22* 0 0.04

U 75=l 111 178 1,711
(681)

26.64 10.25 0.86 0.05 0.72 0.14 73.08 0 16.08 0.98 1

U75=0 74 82 1,691
(1289)

20
(1320)

24.58 10.49 0.81 0.08 0.69 0.25 5,129 3,830 22 0.30 0

Notes:
*= difference between treated and control is significant at 5%. Age= age of participant. Educ = No. high school years. Black: proportion of black in sample. 
Hisp: proportion of hispanics in sample. Ndegree: indicator of participants with no school degrees. Married: proportion of married participants. RE74: real 
earnings (1982 US$) in 1974. RE74: real earnings (1982US$) in 1974. RE7S: real earnings (US$ 1982) in 197S. MOA: month of assignment to experiment 
(Jan. 1978 =0). U74: unemployed in 1974. U75: unemployed in 1975.
a: For Sample 1, RE74 and U74 refer to earnings two years prior to assigiunennt and unemployed two years prior to assignment respectively, 
b: Difference in average training effect between a group and its complement.
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Table 3a: Sample Means of Characteristics for NSW and Control Samples
Sample Characteristics

Control
Sample

No of 
Obs.

Age School Black Hisp Ndegree Married RE74
US$

RE75
US$

RE78
US$

U74 U75

NSW 185 25.81 10.35 0.84 0.059 0.71 0.19 2,096 1,532 6,349 0.71 0.60

PSID-1 2,490 34.85 12.11 0.25 0.032 0.31 0.87 19,429 19,063 21,542 0.09 0.10

PSID-2 253 36.10 10.77 0.39 0.067 0.49 0.74 11,027 7,569 9,996 0.34 0.23

PSID-3 128 38.25 10.30 0.45 0.18 0.51 0.70 5,566 2,611 5,279 0.41 0.61

CPS-1 15,992 33.22 12.02 0.07 0.07 0.29 0.71 14,016 13,650 14,847 0.10 0.12

CPS-2 2,369 28.25 11.24 0.11 0.08 0.45 0.46 8,728 7,397 10,171 0.18 0.21

CPS-3 429 28.03 10.23 0.21 0.14 0.60 0.51 5,619 2,467 6,984 0.31 0.26

Notes:
Definition of Control Groups (Lalonde 1986): PSID-1: All male household heads continuously front 1975 through 1978, who were less than 55 
years old and did not classify themselves as retired in 1975. PS1D-2: Selects from PSID1 group all men who were not working when surveyed 
in die spring of 1976. PSID-3: Selects ffom PSID2 all men who were not working in 1975. CPS-2: Selects from CPS-1 all males who were not 
working when surveyed in March 1976. CPS-3: Selects from CPS-2 all die unemployed males in 1976 whose income in 1975 was below the 
poverty level.
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o © d d o o ' o

«nVO ovO 00VO r* ot - vo
o © o d o o ' o

o\wn m
oo

osr-*
00
CM̂ i

VO
00

VO d d 1/5 d d >d

N »n00cn
VO
*

mvOcn
vscn OS

NÔ
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Table 4: Lalonde’s Earnings Comparisons and Estimated Training Effects for the NSW Male Participants 
Using Comparisons Groups from the PSID and the CPS-SSA1*'1*

Comp­ Comparison NSW Treatment Earnings Less Difference in Differences: Unrestricted Controlling for
arison Group Comparisons Group Earnings Difference in Earnings Difference in All Observed
Group Earnings

Growth
1975-1978

(1)

Pre-Training Year 
1975

Unad- Adjusted0 
justed 

(2) (3)

Post-Training Year, 1978

Unad- Adjusted0 
justed 

(4) (5)

Growth 1975-1978 
Treatment Less 

Comparisons

Without Age With Age 

(6) (7)

Differences: 
Quasi Difference in 
Earnings Growth 

1975-1978

Unad- Adjusted0 
justed 

(8) (9)

Variables and 
Pre-Training 

Earnings

(10)

NSW 3,288 265 232 1,794 1,672 1,529 1,510 1,750 1,631 1,672
(375) (303) (306) (632) (637) (679) (681) (632) (637) (638)

PSID-1 2,490 -17,531 -10,298 -15,205 -7,741 2,327 1,139 -582 -265 218
(217) (1002) (1008) (1154) (1175) (813) (827) (841) (880) (866)

PS ID -2 2,427 -6,037 -5,244 -3,647 -2,810 2,390 1,200 720 297 907
(152) (695) (825) (959) (1081) (839) (928) (886) (1004) (1004)

PSID-3 2,669 -1,079 -1,081 1,069 35 2,148 864 1,370 243 822
(745) (498) (639) (899) (1100) (958) (1121) (896) (1100) (1101)

CPS-1 1,196 -12,119 -6,908 -8,498 -4,417 3,621 2,452 -78 525 738
(161) (682) (628) (712) (713) (570) (557) (536) (556) (547)

CPS-2 2,774 -5,866 -4,325 -3,822 -2,208 2,043 1,629 -263 371 879
(164) (600) (596) (670) (745) (610) (593) (573) (662) (654)

CPS-3 4,517 -934 -944 -635 375 299 378 -91 844 1,326
(334) (287) (354) (657) (821) (647) (649) (641) (807) (796)
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Notes:
a The columns above present the estimated training effect for each econometric model and comparisons group using the sample defined in Table 1. The 
dependent variable is earnings in 1978. Based on die experimental data an unbiased estimate of the impact of training presented in col. 4 is $ 1,794. The
first diree columns present the difference between each comparison group's 197S and 1978 earnings and the differences between die pre-training earnings of
each comparison group and the NSW treatments. The estimates are in 1982 dollars. The number in parentheses are die standard errors.
b For a definition of the comparisons groups see Table 3A.
cTlie exogenous variables used in die regressions adjusted equations are age, age squared, years of schooling, high school dropout status, and race.
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Table S: Estimated Training Effects for the NSW Male Participants Using Comparison Groups from PSID and CPS-SSA
NSW EARNINGS LESS 
COMPARISON GROUP 

EARNINGS

NSW COMPARISON TREATMENT EARNINGS LESS COMPARISON GROUP EARNINGS 
CONDITIONAL ON THE ESTIMATED PROPENSITY SCORE

(1)
Unadjusted

(2)
Adjusted*

LINEAR
WITH

SCORE*

(3)

STRATIFYING 
ON THE SCORE

(4) (5) 
Unadjusted Adjusted*

Obs.h
(6)

MATCHING 
ON THE SCORE

(7) (8) 
Unadjusted Adjusted*

WEIGHTING WITH 
THE 

SCORE'

(9)

NSW 1,794
(633)

1,672
(638)

PSED-lb -15,205
(1154)

218
(866)

542
(1197)

1,509
(1823)

1,647
(1862)

1,255 2,190
(761)

1,690
(1020)

1,129
(2927)

PSID-2* -3,647
(959)

907
(1004)

434
(1193)

1,648
(2010)

2,538
(2063)

389 870
(977)

826
(962)

1,951
(1178)

PSID-3* 1,069
(899)

822
(1101)

862
(1334)

1,829
(2250)

2,308
(2468)

247 1,534
(1223)

1,740
(1063)

1,618
(1231)

CPS-ld -8,498
(712)

738
(547)

893
(642)

1,713
(1115)

1,774
(1152)

4,117 1,253
(988)

1,174
(798)

1,485
(3148)

CPS-2d -3,822
(670)

879
(654)

399
(765)

1,358
(1432)

1,378
(1582)

1493 1,445
(962)

1,589
(946)

862
(4059)

CPS-3d -635
(657)

1,326
(796)

526
(891)

1,335
(1765)

1,023
(1956)

514 -466
(951)

-372
(945)

379
(2308)
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Notes:
II. Regressions;
(a) Least Squares Regression: Re78 over, c, expstat, age, age2, educ, nodegree, black, hisp, re74, re75.
(b) Logit: Prob (expstat=I)=F(age, age2, educ, educ2, married, nodegree, black, hisp, re74, re75, u74, u75, re 742, re752 u74+hisp)
(c) Logit: Prob (expstat =l)=F(age, age2, educ, educ2, nodegree, married, black, hisp, re74, re 742, re75, re75‘ , u74, u75)
(d) Logit: Prob (expstat=l)=F(age, age2, educ, educ2, married, nodegree, black, hisp, re74, re75, u74, u75, educ+re74,age3)
(e) Weighted Least Squares (same as [a]) using number of matched control observations to treated observations as weights.
(0 Weights for treated Wh = 1; Weights for control Wic = ft/l-Pi. averaged over the number of treated observations.
(g) Least squares regression (a) including score.
HI. Sample Size;
(h): Number of observations refer to actual number of control and treated used for (3) to (S).
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Table 6: Estimating Treatment Effect for NSW Male Group 
with PSID-l Control Group Stratifying on the Score*

Number of Average NSW Treatment Earnings Less
Observations Score Comparison group Earnings

Score NSW PSID Unadjusted Adjusted6
Range

0.0004-0.1 9 942 0.022 -2,693 -4,896
(3660) (2830)

0.1-0.2 10 57 0.13 -2,759 1,078
(5462) (5355)

0.2-0.45 19 39 0.34 -1,171 -1,070
(1410) (1424)

0.45-0.6 20 15 0.53* -3,044 -4,244
(2354) (2700)

0.6-0.85 35 10 0.70 -837 -265
(2603) (2822)

0.85-1 92 7 0.94 4,819 4,918
(3412) (3469)

Weighted 185 1,070 0.70 1,509 1,647
Average (1823) (1862)

Notes:
a: Logit used is reported in Table S.
b: Average estimated score for treated observations
c: OLS as reported in Table 5.
*: Difference in score between treated and control observations significant at 5 %.
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Table 7: Estimating Treatment Effect for NSW Male Group with CPS-1 Control Group

Number of Average NSW Treatment Earnings Less
Observations Score Comparison group Earnings

Score NSW CPS Unadjusted Adjusted0
Range

0.001-0.01 10 2767 0.003 -1,740 -2,242
(2596) (2134)

0.01-0.1 30 935 0.078* -139 547
(1354) (1175)

0.1-0J 32 150 0.187 500 493
(1109) (1038)

0.3-0.5 35 46 0.39 200 456
(1397) (1462)

0.5-0.6 22 17 0.56 6,445 4,895
(2604) (3116)

0.6-0.85 26 12 0.7 2,364 3,683
(2213) (2521)

0.85-1 30 5 0.90 3,740 3,299
(5772) (5869)

Weighted 185 3,932 0.43 1,713 1,774
Average (1U5) (1152)

Notes:
a: Logit as repotted in Table 5.
b: Average estimated score for treated observations
c: OLS as reported in Table S.
*: Difference in score between treated and control observations significant at 5 %.
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Table 8a: Treatment Effect for NSW Male and CPS Control Sample
Blocking on Selected Sample Characteristics (s.e.)

Sample All Black Non-Black Ndgree= 1 Ndgree=0 Educ
> = 11

Educ
<11

NSW 1,794 2,029 803 1,154 3,192 3,085 402

CPS-1:
(633) (706) (1331) (696) (1517) (1033) (753)

Unadjusted -8,498 -5,870 -7,578 -6,936 -7,750 -8,040 -7,541
(712) (785) (1789) (793) (1329) (987) (967)

Adjusted 738 1,487 1,087 511 1,946 1,628 223

Stratifying on the Score:
(547) (617) (1311) (635) (1004) (760) (749)

-Unadjusted 1,713 1,738 1,367 1,439 2,475 2,501 1,012
(1115) (1191) (1397) (1345) (1420) (985) (883)

-Adjusted 1,774 1,905 1,799 1,144 2,683 2,377 738
(1152) (1331) (1847) (1536) (1256) (1913) (1149)
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Table 8a: Treatment Effect For NSW Male And CPS Control Sample (cont.)
Blocking on Selected Sample Characteristics (s.e.)

Sample All U74= 1 e -j •c*
. II o U75 = l U75=0

NSW 1,794 2,692 -685 1,711 1,691

CPS-1:
(633) (722) (1278) (681) (1289)

Unadjusted -8,498 1,710 -10,735 1,949 -9,198
(712) (647) (1248) (665) (1058)

Adjusted 738 3,189 -3,275 2,812 -1,132
(547) (699) (982) (728) (844)

Stratifying on the Score:
-Unadjusted 1,713 3,334 -1,912 2,582 214

(1115) (1398) (1085) (1070) (1334)

-Adjusted 1,774 3,445 -1,064 2,523 -153
(1152) (1578) (1340) (1278) (1061)

Note: Adjusted training effect uses least squares regressions of Table S.
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Table 8b: Treatment Effect for NSW Male and PSID Control Sample
Blocking on Selected Sample Characteristics (s.e.)

Sample All Black Non-Black Ndgree= 1 Ndgree=0 Educ 
> = 11

Educ
<11

NSW 1,794 2,029 803 1,154 3,192 3,085 402

PSID-1:
(633) (706) (1331) (696) (1517) (1033) (753)

Unadjusted -15,205 -9,733 -15,961 -9,701 -16,233 -16,117 -10,043
(1154) (1002) (3008) (1148) (2172) (1623) (1335)

Adjusted 218 1,091 -632 1,695 179 1,071 474

Stratifying on 
the Score:

(866) (916) (2078) (993) (1569) (1222) (1165)

-Unadjusted 1,509 1,486 2,880 1,667 1,137 1,806 1,381
(1823) (2067) (2366) (2298) (2907) (2522) (2163)

-Adjusted 1,647
(1862)

1,936
(2146)

•• 1,826
(2435)

1,435
(3425)

1,001
(2725)

1,694
(2305)

Note: Adjusted training effect uses least squares regressions of Table 5.
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Table 8b: Treatment Effect for NSW Male and PSID Control Sample (cont.)
Blocking on Selected Sample Characteristics (s.e.)

Sample All U 74=l U74=0 U 75=l 1)75=0

NSW 1,794 2,692 -685 1,711 1,691

PSID-1:
(633) (722) (1278) (681) (1289)

Unadjusted -15,205 -446 -17,465 501 -16,364
(1154) (1499) (2022) (1364) (1720)

Adjusted 218 4,534 -4,428 1,823 -1527

Stratifying on the Score:
(866) (1702) (1431) (1813) (1241)

-Unadjusted 1,509 4,444 -4,681 4,160 -931
(1823) (25000 (1576) (2449) (3518)

-Adjusted 1,647 4,408 -3,285 4,935 -2,854
(1862) (2458) (1939) (2514) (4883)

Note: Adjusted training effect uses least squares regressions of Table 5.
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Table 9: Sensitivity of Estimated Training Effects for the NSW Male Participants to Specification of the Propensity Score
LOGIT NSW EARNINGS LESS NSW COMPARISON TREATMENT EARNINGS LESS COMPARISON GROUP EARNINGS

BY SAMPLE COMPARISON GROUP CONDITIONAL ON THE ESTIMATED PROPENSITY SCORE
EARNINGS

LINEAR STRATIFYING MATCHING WEIGHTING
WITH ON THE SCORE ON THE SCORE WITH THE

SCORE" SCOREc
No.

Obs.e
(1) (2) (3) (4) (5) (6) (7) ( 8 ) „ (9)

Unadjusted Adjusted* Unadjusted Adjusted* Unadjusted Adjusted

NSW 1,794 1,674 445
(633) (638)

PSID-1:
1 -15,205 218 542 1,509 1,647 1,255 2,190 1,690 1,129

(1154) (866) (1197) (1823) (1862) (761) (1020) (2927)
2 -15,205 105 -225 1,348 2,128 1,465 871 795 2,017

(1154) (863) (1217) (1558) (1699) (988) (937) (2673)
3 -15,205 105 463 1,044 136 1,373 2,124 2,338 2,125

(1154) (863) (1080) (1087) (1226) (869) (842) (1570)
CPS-1:
4 -8,498 738 893 1,713 1,774 4,117 1,253 1,174 1,485

(712) (547) (642) (1115) (1152) (988) (798) (3148)
5 -8,498 684 1,103 1,485 1,636 6,365 1,179 1,258 1,414

(712) (546) (614) (653) (682) (821) (897) (2221)
6 -8,498 684 1,147 1,456 1,728 6,017 1,236

(712) (546) (582) (595) (610) (1824)
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Notes:
I. Regressions;
a: Least Squares Regression: Re78 over, c, expstat, age, educ, nodegree, black, hisp, re74, re75.
b: Weighted Least Squares (same as [a]) using number of matched control observations to treated observations as weights.
Logit 1= Same as Table 5; Prob (expstat =l)=F(age, age2, educ, educ2, married, nodegree, black, hisp, re74, re75, u74, u75, re 742, re75J 

u74*hisp)
Logit 2=Logit 1-high order terms: Prob (expstat = l)=F(age, educ, nodegree, married, black, hisp, re74, re75, u74, u7S, u74+hisp)
Logit 3=Logit 2- interaction tenns: Prob (expstat =  l)=F(age, educ, nodegree, married, black, hisp, re74, re75)
Logit 4=Same as Table 5: Prob (expstat= l)=F(age, age2, educ, educ2, married, nodegree, black, hisp, re74, re75, u74, u75, educ*re74, age3) 
Logit 5 = Logit 4 - high order terms:Prob (expstat = l) = F(age, educ, married, nodegree, black, hisp, re74, re75, u74, u75, educ*re74)
Logit 6 = Logit 5- interaction terms: Prob (expstat = l)=F(age, educ, married, nodegree, black, hisp, re74, re75 ) 
c: Weights for treated Wlt =  1 ; Weights for control Wic = p,ll-p(. averaged over the number of treated observations, 
d: Least squares regression as in (a) and including score.

II. Sample Size;
e: Number of observations refer to actual number of control and treated used under stratification used in (3)-(5).
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Notes:
I. Regressions;
(a) Least Squares Regression: Re78 over, c, expstat, age, age2, educ, nodegree, black, hisp, re75.
(b) Logit: Prob (expstat =l)=F(age, age2, educ, educ2, married, nodegree, black, hisp, re75, u75, re752, u75*hisp)
(c) Logit: Prob (expstat=l)=F(age, age2, educ, educ2, married, nodegree, black, hisp, re75, u75, re752, re753)
(d) Logit: Prob (expstat=l) = F(age, age2, educ, educ2, nodegree, married, black, hisp, re75, re752 , u75)
(e) Logit: Prob (expstat=l) = F(age, age2, educ, educ2, married, nodegree, black, hisp, re75, u75, educ*re75, age3)
(f) Logit: Prob (expstat = l)=F(age, age2, educ, educ2, married, nodegree, black, hisp, re75, u75, educ*re75)
(g) Weighted Least Squares (same as (a]) using number of matched control observations to treated observations as weights.
(h) Weights for treated Wfl =1 ; Weights for control Wfc = pj/l-Pj. averaged over the number of treated observations.
(i) Least squares regression as (a) including score.
II. Sample Size;
(j): Number of observations refer to actual number of control and treated (18S) used (3)to (S).
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Abstract

This paper develops a decision-theoretic approach to program evaluation, and applies it to 

data from California’s GAIN experiment (a randomized trial o f a welfare-to-work alternative to 

AFDQ. I use a mixture-of-normals specification to model individual earnings in a flexible way, 

and then make use o f individual-specific predictive distributions o f earnings to examine a range 

of decision problems relevant in the context of program evaluation. I show that thinking of 

program evaluation as a decision problem leads both to much sharper and richer rankings of 

the treatment and control policies than is available through the alternative methodology.
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.“Clinton Signs Bill to Cut Welfare and Change State Role”

The New York Times, August 23,1996

In a sweeping reversal of federal policy, President Clinton on Thursday ended six decades of 
guaranteed help to the nation’s poorest children by signing into law a vast new welfare over­
haul requiring the 50 states to deal more directly with the social burdens and the budget ex­
pense of poverty.

"Today we are taking a historic chance to make welfare what it was meant to be: a second 
chance, not a way of life," Clinton declared in signing the measure, which will affect tens of 
millions of poor Americans, largely by mandating work requirements and imposing a five-year 
lifetime limit on welfare help to needy families.

* * *

The heart of the complex new law abolishes Aid to Families With Dependent Children, the 
government’s welfare bulwark, which provides monthly cash benefits to 12.8 million people, 
including more than 8 million children.

This is to be replaced by a system of block grants and vast new authority for the states, in the 
hope that they can fashion new work and welfare programs to solve the long-intractable prob­
lem of dependence on government.

Job creation will be a particular state burden, since the law requires most poor adults to find a 
job within two years of first receiving aid.
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1. Introduction

Greater Avenues for Independence (GAIN) is a welfare-to-work program initiated in 

California in 1986 as an alternative to Aid to Families with Dependent Children 

(AFDC). It is one of many programs that seek to supplement AFDC with additional 

services and requirements (see Greenberg and Wiseman [1992] who survey 24 such 

programs), and more generally is one in a long line of social experiments (see Burtless

[1995] for a recent survey).

In the context of social experiments, program evaluation is typically carried out 

by comparing the values of a range of outcomes of interest between groups consisting 

of individuals assigned into one or the other of the programs being considered (called 

the treatment and control groups). It is well-known that in randomized trials such com­

parisons give unbiased estimates of the treatment effect (see Fisher [1935] and Neyman 

[1935]).1,2 Table 1 offers an example in the context of the GAIN experiment, using 

data drawn from Alameda county. She different outcomes are compared across the 

groups participating in GAIN and AFDC (the difference between these two programs 

will be described in greater detail below).3 The GAIN program is seen to increase 

earnings and the probability of employment, though not by statistically significant 

amounts. However, it does increase the total cost to the government by a statistically

1 There are many relevant issues other than obtaining unbiased estimates of the treatment effect, such as 
the interaction of local conditions and implementation-related issues on the outcome. See Heckman 
(1992) and Heckman and Smith (1995).
2 The debate on the non-experimental evaluation side is more controversial (see Dehejia and Wahba
[1996], Heckman [1989, 1990], Heckman and Robb [1985, 1986], Lalonde [1986], Manski [1989,
1993], and Manski and Garfinkel [1992], inter alia).
31 will use the term GAIN to denote the GAIN package of services (including AFDC), and AFDC to 
denote the basic AFDC package.
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significant amount. Typically such differences are considered for a wide array of out­

come variables and for many different subsets of the sample.

The methodology adopted in this paper differs from the typical experimental 

evaluation approach in two respects. First, modeling earnings at the individual level 

allows me to introduce individual choice into the evaluation problem. I use a Bayesian 

model to compare the entire (predictive) distribution of earnings for each individual 

under each program. Based on this, I imagine allowing the individual to choose which 

of GAIN or standard AFDC she enters, and am able to ascertain how much the indi­

vidual values her opportunity to choose. In addition, since this approach bases the in­

dividual’s decision on her predictive distribution of earnings, both parameter uncer­

tainty from estimation and individual heterogeneity are consistently being accounted for 

in the evaluation. Second, I model the social choice problem of choosing between pro­

grams, building on the individual-level choice. As a result, I am able to consider rele­

vant policy alternatives not addressed in the original experiment or other program 

evaluations, policies such as allowing individuals to choose which of GAIN or AFDC 

to join or allowing a career councilor to make this choice.4

I apply this methodology to data from the Alameda county portion of the GAIN 

experiment. There are four findings. First, giving individuals the choice of which 

program to join leads about 60 percent of the sample to opt for GAIN and 40 percent to 

opt for standard AFDC. One measure of the value of this choice is that, when indi­

viduals are allowed to choose, average earnings are about $100 to $200 per quarter

* An exception is Manski (1995), whose motivation is similar but follows a very different approach. See 
also Manski (1996).

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

79

higher than earnings when individuals are not allowed to choose, a large amount for a 

group whose average earnings are on the order of $300 per quarter. This stems from 

the fact that a subset of individuals benefits from treatment on the order of $300 per 

quarter, while the complement of this group is, in feet, made worse off by the treat­

ment.5 Second, for 80 percent of the sample the choice between programs is clear-cut: 

the distribution of earnings under one program first-order stochastically dominates the 

other. Third, the policy of allowing individuals to choose between programs dominates 

the policy of assigning individuals into GAIN; it achieves higher earnings at a lower 

cost to the government (even though individuals are not explicitly taking cost into ac­

count). Fourth, a policymaker whose concern is individual-level utility will prefer al­

lowing individuals to choose over requiring participation in either GAIN or AFDC.6

This suggests that other program evaluations are potentially excluding some of 

the key issues from consideration. In particular, by dwelling on the statistical signifi­

cance of the treatment effect, they would fail to detect the fact that for certain indi­

viduals and for certain social welfare functions the treatment first-order stochastically 

dominates the control.7 Second, by not considering individual decisions, they are un­

5 As will become clear in Section 6, “choice” essentially amounts to offering individuals advice based on 
observable pre-treatment characteristics. To the extent that individuals have access to unobserved infor­
mation that could be correlated with the treatment effect, these numbers are lower bounds on the value of 
choice.
4 A highly relevant issue which I do not discuss here is: to what extent can one extrapolate the result to 
other populations o f interest and to other time periods? When treatment effects are estimated at the indi­
vidual level, one can, in principle, extrapolate to other populations to the extent that they have the same 
support in the space of pre-treatment variables as the original sample (assuming ignorable assignment).
If the model is suitably specified, one can also extrapolate through time. These issues are the subject of 
future research.
7 The finance literature has made a similar point in a very different context. See Kandel and Stambaugh 
(1996). In addressing the questions, “Are stock market returns predictable and does it matter?” they 
argue that rather than formulating the question in terms of the statistical significance of the relevant pa­
rameters in an econometric model, one should look at the impact of such predictability on the portfolio
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able to incorporate policies which allow some degree of individual choice, and certainly 

in the application I consider these policies turn out to be of central interest.

The paper is organized as follows. Section 2 briefly describes the GAIN pro­

gram and experiment. Section 3 presents a snapshot of the findings from GAIN. Sec­

tion 4 lays the foundation for the analysis by setting up the individual decision problem. 

Section 5 describes the econometric model which I use to operationalize the individual 

decision problem. In Section 6 , I examine the decision problems faced by typical in­

dividuals, and determine the value they place on being allowed to choose which pro­

gram they join. Section 7 discusses the social decision problem and the choice of social 

welfare functions. Section 8 examines the results of the model at the social level, and 

Section 9 concludes the paper.

2. The GAIN Program and the GAIN Experiment

The GAIN program began operating in California in 1986, with the aim of “increasing 

employment and fostering self-sufficiency” among AFDC recipients (see Riccio, et al. , 

[1994]). In 1988, six counties — Alameda, Butte, Los Angeles, Riverside, San Diego, 

and Tulare -- were chosen for an experimental evaluation of the benefits of GAIN. A 

subset of AFDC recipients (single parents with children aged six or older and unem­

ployed heads of two-parent households) were required to participate in the GAIN ex­

periment (see Table 2). For its evaluation Alameda confined itself to the further subset

decision of interest. See also Barberis (1996), Chamberlain and Imbens (1996), Geweke and Keane 
(1996), and Rossi, McCulloch, and Allenby (1995). In a different context, see Clements, Smith, and 
Heckman (1994).
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of long-term welfare recipients (individuals having already received welfare for two 

years or more).

Potential participants from the mandatory group were referred to a GAIN orien­

tation session when they visited an Income Maintenance office (either to sign up for 

welfare or to qualify for continued benefits).8 As a result, the chronology of the data 

and subsequent results is in experimental time, rather than calendar time. No sanctions 

were used if individuals failed to attend the orientation sessions. However, once indi­

viduals started in the GAIN program, sanctions were used to ensure their ongoing par­

ticipation. At the time of enrollment into the program, a variety of background charac­

teristics were recorded for both treatment and control units including: demographic 

characteristics; results of a reading and mathematics proficiency test; and data on ten 

quarters of pre-treatment earnings, AFDC, and food stamp receipts.9

Of those who attended the orientation session, a fraction were randomly as­

signed to the GAIN program,10 and the others prohibited from participating in GAIN.11 

Each of the counties randomized a different proportion of its participants into treat­

ment, ranging from a 50-50 split in Alameda to an 85-15 split in San Diego (see Table

8 In some counties AFDC recipients were allowed to volunteer into the GAIN program, but these units 
are not included in the public use sample.
9 Data on AFDC and Food Stamp receipts were taken from each county’s welfare records. Data on 
earnings were taken from the California State Unemployment Insurance Earnings and Benefits Records. 
Other background characteristics were taken from California’s client information (“G A IN ^ ”) form.
See Riccio, era/., (1994).
10 The randomization was (as far as we know) independent of pre-treatment covariates. A different frac­
tion was randomized into treatment in each county. See Table 2.
11 Of course, these individuals could participate in non-GAIN employment-creating activities . The exis­
tence of non-GAIN activities is important in interpreting the treatment effect from GAIN. The treatment 
effect measures the increase in earnings, employment, etc., from the availability of and encouragement 
(or requirement) to use GAIN-related activities compared to pre-existing employment services. To the 
extent that AFDC benefits are received by both groups, the real comparison at one level is between the 
two differing packages of supplementary services and requirements.
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2). Because assignment to treatment was random, the distribution of pre-treatment co- 

variates is balanced across the treatment and control groups; the data legend lists each 

of the covariates.12 In terms of the chronology of data gathering, “experimental” time 

(which I also refer to as “post-experimental” or “post-treatment” time) begins when 

individuals attend the GAIN orientation session. The early stages of experimental time 

thus coincide with the education and training program of GAIN participants.13

In the GAIN experiment, the treatment is participating in the GAIN program; 

the control is receiving standard AFDC benefits. The GAIN program works as fol­

lows: based on test results and an interview with a case manager, participants are as­

signed to one of two activities. Those deemed not to be in need of basic education are 

referred to a job search activity (which lasts about three weeks); those who do not find 

work are placed in job training (which includes vocational or on-the-job training and 

paid or unpaid work experience, lasting about three to four months). Those deemed to 

be in need of basic education may choose to enter job search immediately, but if they

a  Since participants were randomized after registration, we expect to find that the distribution of back­
ground characteristics is (up to sampling variation) the same across the treatment and control groups 
within counties; this is partly true. Let b be a vector of pre-treatment characteristics. Assuming that

br ~ Af(//r ,-£-2) and be , where T and C represent the treatment and control groups, tij.

and nc represent the number of treated and control units, and the ju's  are k-vectors, we have 

(br -  bejf ((■£■ + (br - b c ) ~ z 2(k)- The p-values are: Alameda 0.3364, Butte 0.5346, Los Ange­

les 0, Riverside 0, San Diego 0, and Tulare 0.0784. There are many possible reasons for the seeming 
lack of randomization in the three larger counties, including the possibility that randomization propor­
tions may have varied across administrative offices within each county.
13 More precisely, individuals were registered in the first quarter of experimental time. This means that 
in some cases the first quarter of experimental time in fact includes information one or two months prior 
to the commencement of the experiment. So for example, for an individual who attended an orientation 
session in February 1989, the first quarter of experimental time is from January to March 1989. Of 
course, some pan of the first and second quarters could be spent participating in treatment activities. 
Pre-treatment data would cover the ten quaners from July 1986 to December 1988.
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fail to find a job they must register for preparation toward the General Educational De­

velopment certificate, Adult Basic Education, or English as a Second Language pro­

grams (lasting three to four months) .14 Participants were exempted from the require­

ment to participate in GAIN activities if they found work on their own. 15

3. The GAIN Data in Alameda

From the six counties available in the GAIN experiment, I focus in this paper on 

Alameda county. This section reviews some features of the data from Alameda. I 

briefly review the pre-treatment characteristics of the sample, and analyze the treatment 

effect on earnings and employment status. Finally, I touch on some examples of het­

erogeneity in the treatment effect.

3.1 Pre-treatment Covariates

Table 3 presents a profile of the participants in Alameda county: 85 per cent of the 

participants are women, who have on average more than two children; the mean level 

of education is grade 10; and a quarter of the participants have previously participated 

in training programs. The average level of pre-treatment earnings is very low, ranging 

from $150 to $190 per quarter, but because 87 percent of pre-treatment earnings are

14 The public use dara do not contain information on each individual's participation in the various com­
ponents of the program.

Note that only about eight-five per cent of the treated units actively participated in any GAIN activities 
(though by virtue of being in the GAIN sample they did attend an orientation meeting); the balance satis­
fied the requirements of the GAIN program on their own (in most cases finding employment within the 
first two or three quarters of experimental time). Thus, as observed earlier, this is important in interpret­
ing the treatment effect as a comparison between earnings, employment, etc., when individuals are re­
quired to find a job or to participate in GAIN-related activities and when they are not obliged to find jobs 
and only pre-existing employment-related services are available.
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zero, the average of non-zero pre-treatment earnings is higher, on the order of $1,110 

per quarter.

3.2 The Treatment Effect

To get a sense of the pattern of the zeros in post-treatment earnings, Table 4 documents 

the proportion of individuals with zero earnings for the treatment and control groups 

for a given (one-period) employment history. Between 70 percent and 82 percent of 

units with zero earnings in a given period have zero earnings in the next period; though 

this proportion declines for both treated and control units over the 13 quarters of ex­

perimental time, it declines more for treated units. On the other hand, only 3 percent 

to 4 percent of (both treated and control) units with positive earnings in a given period 

have zero earnings the following period. Thus, the treatment effect in terms of em­

ployment status is given by the increased proportion of individuals who move from un­

employment to employment. 16

Table 5 explicitly shows the impact of GAIN on the probability of unemploy­

ment for the 13 post-treatment quarters. Consistent with the results of Table 4, in the 

first post-treatment quarter GAIN’S impact is negative; this is not surprising since 

treatment units are participating in training activities in the first quarter. After a few 

quarters the treatment effect increases to the range of 4 percent to 6 percent (and is sta­

tistically significant).

16 For more detailed analysis of this issue, see Ashenfelter and Card (1985).
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Figure 1 displays the average treatment effect on earnings for 13 quarters for 

each of the six counties. The figures illustrate the basic conclusion that GAIN partici­

pants in most counties enjoyed higher post-treatment earnings than their control coun­

terparts. The benefits that GAIN participants in Alameda enjoyed increased over time.

Table 6 explores the impact of participation in GAIN on earnings through the 

use of OLS and Tobit regression analysis, both of which are implemented with and 

without covariates. In column 2 we see a simple period-by-period difference in means. 

This reveals a pattern similar to that shown in Table 5: the treatment effect starts out 

negative, and then increases in most of the subsequent periods (with a number of statis­

tically significant effects). As expected, these results change only slightly with the 

addition of covariates (column 4). Columns 1 and 3 use Tobit regressions to estimate 

average treatment effects, which might provide a better fit to the data, because of the 

mass point at zero earnings. The results shown in columns 1 and 3 are very similar to 

those shown in columns 2 and 4: well within one standard error, often much closer. 

The fact that the Tobit does not produce a dramatically different set of results is useful 

to bear in mind in subsequent sections where it forms the basis of the statistical model.

3.3 A Heterogeneous Treatment Effect

The assumption of a constant treatment effect across all individuals is very restrictive 

and unrealistic. The average treatment effects considered in the previous section poten­

tially embody an array of heterogeneous treatment effects. Two examples illustrate the 

point. Figure 2 explores the interaction between the treatment effect and the score on
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the reading test: individuals with a score of 200 or more on the test enjoy a higher 

treatment effect (although the standard error is quite large). In Figure 3, we see that 

individuals who have previously participated in job training programs enjoy a higher 

treatment effect as well. Many such interactions potentially exist in the data. Thus, in 

subsequent sections the econometric model will allow for a heterogeneous treatment 

effect.

4. The Individual Choice Problem

As indicated in Section I, the decision-theoretic analysis of GAIN rests on two founda­

tions. The first is a model of the individual choice between participating in GAIN and 

in AFDC; this section lays out the individual choice problem. The second is an 

econometric model which predicts individuals’ distributions of earnings; this is pre­

sented in Section 5. The two are combined in Section 6.

In the GAIN experiment, participants were randomized into treatment and con­

trol, so that no individual choice was exercised. The question which I focus on is how 

an individual similar to those who participated in the experiment would decide which 

program to join if she were offered the choice between the available programs, which 

we take to be GAIN and AFDC. This thought experiment includes those who in fact 

participated in the experiment (and were not offered the choice).

Of course, after individuals have chosen either GAIN or AFDC, they face a 

multitude of other choices, such as what kind of training to seek, where to look for a 

job, and how hard to try in these activities. My formulation does not address these
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subsequent choices. Once committed to GAIN or AFDC, I take an individual’s distri­

bution of earnings (and other outcomes) to be a function of observed pre-treatment 

characteristics and, of course, treatment status. I will further simplify the analysis by 

assuming individuals choose between programs on the basis of the distribution of their 

earnings under each program (and, in a few cases in Section 8, AFDC and food stamps 

as well).

An individual is identified by: a vector of pre-treatment covariates, Z„ which 

includes pre-treatment income history; a vector of parameters defining the budget set, 

Wc, and by preferences. I assume that individual preferences are characterized by a 

vector of preference parameters, ph Given some d,=(Z„ Wh ph j) , where j=  1 (GAIN) 

or 0 (AFDC), the individual makes optimal choices for job search, effort, etc. This re­

sults in a sequence of outcomes such as earnings and welfare receipts, captured in the

reduced form expression {*7 (4 )},^. where f/(d ,) is the vector of outcome variables

(e.g. earnings, AFDC benefits, and food stamps) and where z= l,...,7  indexes indi­

viduals and f = l , . . . , r  indexes time. The formulation so far ignores uncertainty. For a 

given di and a given vector of choices for job search, effort, etc., there is a distribution 

of each outcome for each time period. For each d, when the control variables are cho­

sen optimally we denote the resulting distribution of outcomes over each of the r  peri­

ods by Ai(dh t) , t = 1,..., r.

To simplify the analysis I will assume that an agent’s utility in a given period is 

based on her total income in that period. (Operationally I will focus on earnings, but at

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

88

a few points in Section 8, I add in AFDC receipts and food stamps, ignoring the fact 

that these three sources of income are not genuinely fungible.17 For notational consis­

tency they are included in the vector of outcomes.) Assuming time-separable Von 

Neumann-Morgenstem preferences, the agent’s utility is given by:

u (d )  - j y f  i{Y;(d,))d{K (dn t )),
r - l

where u is the individual’s (Bernoulli) utility function and a  is the discount factor. We 

are integrating utility, which is a function of Y!(dt) , over the distribution A.

Imagine that individuals are offered the choice between participating in the 

GAIN program and receiving the standard AFDC benefits. Then we present the indi­

vidual with the following choice:

where j=  1 corresponds to GAIN andy'=0 corresponds to AFDC.

In order to implement this choice framework empirically, we will need a model 

of A(d„ t) for each individual.

S. A Model of the Data

5.1 The Statistical Model

In my implementation I model only earnings, given that AFDC and food stamps are in 

principle determined by non-stochastic rules. I denote the earnings component of the

17 Food stamp aid in general is tied to a specific use. However, in the case of California, food stamp 
benefits have been converted to cash that is included in the state supplementary payments to SSI. Of 
course, stigma may attach to welfare receipts more generally; and work effort must be expended for 
earnings.
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vector of outcome variables, Y{(dt) , asY f j ,  where j =  1 (GAIN) or 0 (AFDC). Yt\  is

interpreted as individual /’s earnings in period t if she was in GAIN, and T/ 0 as her 

earnings if she was in AFDC; obviously one of these is counter-factual. Thus, observed 

earnings are defined as:

where 7} is a treatment indicator (=1, if individual i was assigned to GAIN, and =0, if 

she was assigned to AFDC). Realizations of the random variable are denoted in lower 

case, yit.

A key feature of the distribution of earnings, which influences the model choice 

and was highlighted in Section 3, is the presence of a mass point in the distribution of 

earnings at zero. The strategy adopted is to model the probability of positive earnings 

and the distribution of positive earnings separately. For the former, a probit model is 

used for an indicator for positive earnings, and for the latter log earnings are modeled 

using a mixture of normals.

Define an indicator variable, y, *, for when earnings are positive:
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(p>

for /= ! , . . . , /  and r=L , . . . r  (the probit model). The vector of explanatory variables is

regressor variables, [ l f - U ]  is a set of indicator variables for each quarter of post- 

experimental time (ly-„= l if t - j ,  =0 otherwise), giving each period its own intercept. 

The treatment indicator is interacted with [lr*-U]. Since each period corresponds to 

experimental, rather than calendar, time, the treatment dummies produce a profile of 

the treatment effects over thirteen quarters. Interactions between k  exogenous regres­

sors, Z„ and the treatment indicator are also included, which allow treatment effect to 

vary with observable pre-treatment characteristics; these include: indicators for the age 

and number of children, ethnicity, educational attainment, score on the reading and 

mathematics tests, sex, an indicator for previous participation in other training pro­

grams, ten periods of pre-treatment earnings history, and a calendar time trend. As 

well, the model allows for persistence in a very simple form, through lagged earnings, 

in particular an indicator for zero lagged earnings.

For positive earnings, a mixture-of-normals likelihood is adopted for log eam-
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where {ytf j  are the log of the positive elements of {X}. Note that (M) conditions only

on the indicator for positive lagged earnings (rather than the level of lagged earnings). 

Priors are discussed in the next section.

5.2 The Estimation Procedure

The posterior distribution of the parameters of the two models (P) and (M) are obtained 

through Gibbs sampling procedures. The Gibbs sampler is a Markov chain Monte Carlo 

simulation technique which simulates the joint posterior of the parameters of the model. 

Instead of drawing directly from the joint posterior (often intractable), it draws succes­

sively from the posterior of each parameter (or block of parameters) conditional on all 

of the other parameters. For any starting values (given certain conditions), these draws 

will eventually converge to draws from the true posterior (see Geman and Geman 

[1984], Gelfland and Smith [1990], Tanner and Wong [1987], as well as Chamberlain 

and Imbens [1996], Gelman, Carlin, Stern, and Rubin [1996], and Rossi, McCulloch, 

and Allenby [1995]).

In many cases, such as the probit and mixture models, the task of drawing from 

the joint posterior is simplified by augmenting the parameter space of the model. For 

the probit model, the parameter space is expanded to include the latent variables yit ; 

conditional on these, the probit model reduces to a standard regression model, and 

conditional on all other parameters, it is easy to draw from the posterior distribution of 

y ” . For the mixture model, the parameter space is expanded to include indicators for
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which component of the mixture each observation is drawn from; again, conditional on 

these indicators, it is easy to update the other parameters, and vice versa.

5.2.1 The Probit Model

The probit model is closely related to the Tobit model, for which the Gibbs sampling 

algorithm has been worked out by Chib (1992). The modification for the probit context 

is immediate (see also Albert and Chib [1993] and Chib and Greenberg [1994]).

We stack the observations in the form:

y* =xuP+eu

fory~  e y ~  = ( y ~ ,y " , . . . , y ~ ) ' ,  for i=l, . . . , I ,  /=  1360, and r=13. Of course, is

not observed. The key to the Gibbs sampling procedure is that conditional on /?, it is 

easy to draw from the posterior distribution of y,/*, and then using these to draw from 

the posterior of ft. Given diffuse priors for /? and an arbitrary starting value 0®, the 

Gibbs sampling scheme is then:

(1) Conditional on {P, draw values fory,/*: for { i t : y,/=0}, from the negative 

portion of a normal distribution with mean and variance 1, and for { i t : y ,/=  1}, 

from the positive portion of the same distribution. Denote the filled-in dependent vari­

able y £ l), so that y \JJ l) ={y\Cz). . . y \ i f y .

(2) Conditional on Tza+l) = ( r ^ +1) , . . . ,Y '%+1)) draw for / +I) from
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w h e r e = {JC X r lJ C Y ^ \  w ith*, = {xa' . . .x lr' ) ' , andX=(Xl\ . . . ,X lJ .

From an arbitrary starting value, this is iterated 2000 times, producing 

(yz0),/?0>) . The first 500 iterations are discarded, leaving 1500 draws from posterior 

distribution of the parameters, which will be indexed /'=1,...,1500.18

5.2.2. The Mixture Model

When proper parametric priors are used, the Gibbs sampler for a mixture model is 

straightforward. It is, however, essential that priors be informative to some extent. 

Even though with parametric priors it is possible to identify the mixture, without suffi­

cient prior information the computational algorithm can break down (see Robert

[1996], and also Geweke and Keane [1996]). In setting up the Gibbs sampler, prior in­

formation is incorporated in two ways. First, the prior requires that 6>Q\ a normal 

prior (with mean zero and large variance) is used, and truncated suitably. Second, prior 

information is provided about the variance of each component, cj2 and z2, in the form 

of the number of prior observations and the specified prior variance for each compo­

nent. For a2, the prior is 30 observations with a sample variance of 1.5, similar to the 

variance arising in a single component normal model for this data. The 5th and 95th 

percentiles of the prior are 1.03 and 2.41. Though this is reasonably tight, in the updat­

ing procedure the weight on the prior will be very low (see the discussion below). For

18 Several diagnostics suggest that throwing out the first 500 tuns is sufficient to converge to draws from 
the posterior. These include considering a wide variety of starting points, running the sampler for more 
iterations, and comparing the mean of the posterior of the parameters with maximum likelihood estimates 
of the same parameters.
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t2, the prior is 30 observations with a sample variance of 0.25, with the aim of picking 

up peaked segments observed in the empirical distribution. (The 5th and 95th percen­

tiles of this prior are 0.17 and 0.41.)

A flat prior is used for y. The prior on p  is expressed in terms of the number of 

prior observations seen from each component of the mixture; these are set to 1 for each 

component. The priors can be summarized as: p(y)*c, </~ lw /-^2'(v0,aa2)19, v0= 30, 

ob2= 1.5, ^ - I n v - r W o 2), /io=30, r02=0.25, 0~N(0M,0y)-l(0>OW-4>(-0M/0v'12)), 

0M=0, £y=100,/>-'Beta(a1,a 2), a x=a^~  1.

The Gibbs chain generates a latent variable, z„ which is an indicator for which 

of the two components a given observation originates from (1 if it is from the first 

component, 0 for the second). Conditional on z„ the chain is straightforward, and 

conditional on all other parameters it is easy to update the z’s (see Robert [1996]). Take

starting values zU) = j , cra ) , rU), p U), 0U), and ^  :

(1) Conditional on zU), a U), tU) , p U), 0U), draw for y (J+l) from

YU) = [YfJh T2U)'] , YXU) = = l} , and T2U) = -  &J)'-z\J) = o | , with Yt formed

from the log of the stacked, positive elements of yit, and X  formed from the elements 

of X corresponding to Y®.

19 If cr -  Inv-^vo, <T02), then (l/o 2) -  /vQa-Q2.
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(2) Conditional on zU), y u+l\  t U), p U), 0U), draw for (<T2)a+l) from

fov- * 2 v0 +nl, Va<X° * ^ -0 , where sf  = f a  ^  ^  the
v. v0 + Wj y

elements of X  corresponding to zw= 1. We see that the posterior weights the prior and 

the sample information by the number of prior and sample observations; with over 

3000 observations, clearly most of the weight will be on sample information.

(3) Conditional on zU), y u+l), a u+l), p U), 9U), draw for ( r 2)°+1> from

where 4  -« "> )/» , and X®
v n<) ft? s

are the elements of ^  corresponding to zw= 0 .

(4) Conditional on zU), yu+t), cru+1), r (J+l), p U), draw for 8u+l) from

± . Q  I "8 YQy & Lf * / *7

v v (<t

(5) Conditional on zU), / a+1), <xu+l), r a+l), 0u+l), draw for p u+l) from 

Beta{alJrnu al Jrn^ .  With a l=(z2= l ,  little weight will be placed on the prior.

(6) Conditional on y { m , cra+I), r u+1), 0o+l), />u+l), draw for zw+l) as follows.

p W f ( f ' \ x u ,y  u+l\  a lĴ , zu+1), 0a+l))
Create p „  = ^  ̂ +l)/ ^ A T *  , y u+l\ a u+l), ru+l), °  ^

*-U 2

the densities for each observation of the first and second components of the mixture as
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given above in (M) and p ikJ+l) =pu+l) (= l-p (J+l)) if k= l (if k= 2). For each it, draw 

a —Uniform, and set z (J*l) =1 if u < pilA, and 0 otherwise.

From an arbitrary starting value, this is iterated 2000 times, producing 

( z (J) , y U) , a a ) , rU), &J) , p U)), y = l ,2,..2000. The first 500 iterations are discarded, 

leaving 1500 draws from posterior distribution of the parameters.

5.3 The Predictive Distribution

For each model, we can use the draws from the posterior distribution of the parameters 

to simulate the (posterior) predictive distribution of the outcomes, i.e., from (P) a dis­

tribution for the probability of positive earnings and from (M) a distribution for the 

level of positive earnings, in which we integrate out for the uncertain parameters.

Consider the (7+l)st individual, who is exchangeable with (and may, or may 

not, have been one of) the individuals in the original sample. Denote by Xl+l the ex­

ogenous covariates corresponding to Xf+Ul3, so this includes pre-treatment

covariates and earnings and the entire set of period indicators for periods 1 to 13 de­

fined in Section 5.1, but does not include earnings information in post-treatment peri­

ods. As well, XI+l includes a treatment indicator, which we take to be 1 (or 0) to 

imagine 7+1 as part of the treatment group (control group).

Taking both the probit and mixture model together, we wish to compute to the 

joint predictive density of earnings across 13 periods of post-experimental time. Thus, 

we wish to compute:
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P i  > ^UU2 > • * *» ̂ /+U31 D a t a ,  X l+l) =

f  {p<n»ii ̂ ,*„®)p(}',.ui n,u.
• • • M S 'w U jI  K< * U 2 .-^ W . D a l a ) d ® .

where Q={fi,y,0,<r,T,p}. Conditional on parameters, we use the likelihoods defined in 

(P) and (M):

PKYiMj = °l C -p  ©) ^+u = 0

x p(rI+u\r;+u_„ x /+1, 0 )  y&r

where the probability of positive earnings corresponds to the probit model and density 

for positive earnings to the mixture model. Finally, we integrate out for the unknown 

parameters using their posterior distribution.

Conditional on parameters, we can simulate the distribution by drawing for 

and substituting forward for earnings in subsequent periods. To obtain the pre­

dictive distribution, we must account for parameter uncertainty, and, thus, we use 

draws from the posterior distribution of 0  (obtained from the two Gibbs samplers out­

lined in the previous section). For each draw from p(Q\Data), we can simulate the 

distribution from the likelihoods. These draws are then weighted by p(&\Data) to ob­

tain the predictive distribution.

Thus, using this procedure, we have the entire joint predictive distribution of 

earnings for individual 7+1, from periods 1,... 13. Given the values of covariates, this 

predictive distribution represents the distribution of possible values for earnings incor­

porating parameter uncertainty.
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5.4 The Choice and Fit o f the Model

One issue in model choice, given the use of probit and mixture-of-normals likelihoods, 

is the use of the indicator for positive lagged earnings, rather than simply lagged earn­

ings. For the GAIN data, a standard AR(1) does not capture the dynamics of the earn­

ings process well. In particular, for individuals with positive earnings in a given pe­

riod, in the following period it tends to over-estimate the persistence in their level of 

earnings. When extrapolating 10 or 12 periods forward, the process dramatically over­

states the level of earnings. Hence, I use an alternative specification, with an indicator 

for when lagged earnings are positive.

Another major issue is the choice of likelihood. Figures 4 and 5 give a sense of 

the fit of the model. These figures show the density of the empirical distribution of 

earnings for treated and control units (estimated through a histogram), averaged over 

the 13 post-treatment quarters, and plot the density of the predictive distribution of 

earnings. The joint predictive distribution of earnings across 13 periods is averaged 

over the individuals in the Alameda sample, and is then averaged over 13 periods, to 

produce the average predictive distribution which is plotted.

The use of a probit to model the probability of positive earnings is not contro­

versial (other choices such as a logit yield similar results, and the probit is computa­

tionally convenient). As we see from the figures, the model fits the mass point at zero 

with substantial accuracy. For positive earnings, the figures illustrate the value of us­

ing a mixture of normals. The empirical distributions of log earnings for treated and
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control units are well approximate by the mixture, because, for both distributions, the 

mixture is able to reflect the skewness of the empirical distribution. In fact, with a 

single normal, the predictive distribution of earnings would have a much thicker upper 

tail than the empirical distribution.

6. The Individual Decision Problem

Imagine that an individual in the sample is offered the choice between GAIN and 

AFDC. Of course, because this individual is drawn from the data, she was in fact as­

signed to one of the two programs. But as a thought experiment, either imagine setting 

her back at time zero and letting her choose, or offering the choice to an individual 

with the same observable characteristics.20 Having estimated the model in Section 5, 

suppose that a counselor uses this framework to advise her regarding the best choice to 

make. The relevant distribution for this purpose is the predictive distribution described 

in Section 5.3.

6.1 The Predictive Distribution

Based on the model outlined in Section 5.1, I implement the Gibbs sampling procedure 

to sample from the posterior distribution of the parameters of the model. With the pos­

20 In the individual choice problems that I examine, I consider the predictive distributions of earnings 
under both treatment and control, ignoring the fact that if the individual under consideration did in fact 
participate in the treatment one “knows” her earnings under the treatment. This is reasonable because, 
given the observed data, the predictive distribution captures the uncertainty regarding the value of earn­
ings if an individual with the same covariates were put through the program.
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terior of the parameters in hand, I can plug in any given value of pre-treatment covari­

ates to obtain the predictive distribution of earnings, denoted A |xr=1 and A |xr=0.

Of course the data available from the GAIN experiment does not include impor­

tant variables such as wealth. In order to identify draws from the predictive distribu­

tion with draws from A(dht), the key step is the assumption of exchangeability condi­

tional on covariates; i.e., that the joint probability density >s in­

variant to permutations of the indices. If for the I  individuals in the sample Yit follows 

the distributions in (P) and (M), then we assume that, for the individual under consid­

eration, /-h i, l /+i, f is drawn from (P) and (M). Intuitively, although ( /+ l ) ’s wealth 

and preference parameters may differ from that of individuals in the sample with the 

same vector of observable covariates, I assume that it is still reasonable to consider 

them as drawn from the same distribution.21

6.2 Two Typical Examples

Tables 7a and 7b list the pre-treatment covariates of two individuals from the Alameda 

county sample for whom we see typical patterns in the distributions of earnings under 

treatment and control (one being a clear winner from GAIN and the other a clear 

loser). The first is a woman (“Ms. Thirteen Fifty-Three”), aged 42. She is the head of 

a single-parent household; has one child between the age of 12 and 18; and has com­

21 The assumption of exchangeability conditional on covariates is not unique to my application. This as­
sumption, or some alternative, is needed any time we want to extrapolate from a dataset to a new situa­
tion. Unless information on preferences is explicitly solicited, one must use exchangeability assumption 
or some other equally strong assumption specifying the form of the lack of exchangeability.
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pleted high school and three years of some additional training. Her earnings history 

shows she was employed in 2 of 10 quarters prior to the experiment. The second indi­

vidual (“Ms. One”) is a 32-year old woman, the head of a single-parent household; has 

one child between the age of 6 and 11, and two children between 12 and 18; and has an 

educational attainment of grade 9. Her earnings history shows zero earnings in each of 

the 10 pre-treatment periods. I consider each individual in turn.

Table 8a shows the probability of positive earnings and the mean and standard 

deviation of the predictive distribution of earnings (including the mass point at zero 

earnings) for each period under both treatment and control for Ms. Thirteen Fifty- 

Three. Her mean earnings under treatment are lower than under the control in the first 

three periods, but her probability of positive earnings in these periods is higher under 

the treatment. Intuitively, even though she is more likely to find job under treatment, 

in the first three periods it is not likely to pay more than a job she might find without 

having been treated. However, from the fourth period on both earnings and the prob­

ability of employment are higher under the treatment. The profile o f the treatment ef­

fect is increasing, in a pattern similar to that depicted in Figure 1 for Alameda county 

on average. However, the standard deviation of control earnings is higher than that of 

treatment earnings, and the difference between the treatment and control earnings is 

small compared to the magnitude of the standard deviation.22 One might wonder 

whether her risk attitude would affect her preference between the two programs.

22 Of course, the standard deviation o f the predictive distribution is not very informative, because of the 
maw point in the distribution. This is another reason to examine the entire distribution of earnings, 
which we do below.
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Based on the underlying predictive distributions, we could compute expected 

utilities to determine what choice this individual would make. Figure 6 depicts the cu­

mulative distribution functions for the predictive distribution under treatment and con­

trol for each of the 13 periods. They summarize all the information available for the 

individual to consider, by combining the predicted probability of positive earnings with 

the distribution of positive earnings. The figures are very revealing. In period 1 to 3, 

the control earnings (almost) first-order stochastically dominate the treatment earnings; 

and in periods 3 to 13 the treatment unambiguously dominates the control. This is a 

simple illustration of the fact that even when the means of the two distributions under 

consideration are not very different in terms of t-statistics, the underlying decision be­

tween the two may be clear-cut. In this case, as long as the individual does not have an 

extremely high discount rate, we would advise her to join the treatment.23 Whether she, 

in fact, would follow this advise depends on the factors she considers, which may or 

may not be part of the model.

For the second individual, matters are different. We see in Figure 7 that her 

distribution of earnings under the control first-order stochastically dominates her distri­

bution under treatment in each period. As long as she prefers more earnings to less, 

she unambiguously would be advised not to participate in GAIN.

Of course, first-order stochastic dominance does not suffice to compare all the 

distributions which arise. In general, expected utility comparisons would be required.

23 What would we advise on whether she should go to school, train, etc.? Since our data contains no 
information regarding this issue, we assume that the choices she makes would not be too different from 
those of similar people represented in the sample.
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6.3 The Importance o f Accounting fo r  Uncertainty

A natural question which arises from the preceding analysis is: would similar decisions 

have been reached if uncertainty had not been accounted for as comprehensively? In 

particular, one might imagine using the model described in Section 5, but, rather than 

using the full posterior distribution of the parameters, using point estimates and treating 

them as though they were the true parameters. Of course, even ignoring parameter un­

certainty, the intrinsic uncertainty embodied in the likelihoods of (P) and (M) has to be 

taken into account. Columns 1 to 4 of Table 8b consider such an exercise for Ms. Ten, 

whose characteristics are given in Table 7c. Columns I to 4 present the distribution of 

her earnings in each of the 13 quarters, ignoring parameter uncertainty, but still ac­

counting for the uncertainty conditional on parameters. In contrast columns 5 to 8 pres­

ent the posterior distribution of her earnings, in which parameter uncertainty is ac­

counted for. The means of the two sets of predictions are broadly similar, as are the 

standard deviations. Of course, since the underlying distributions are highly non- 

normal, the first two moments are only partially informative. A direct means of com­

paring the distributions is through expected utilities. An expected utility comparison for 

log utility and CRRA preferences (with coefficient of relative risk aversion equal to 3) 

reveals that the advice to Ms. Ten sharply differs depending on which distribution is 

used. Ignoring parameter uncertainty, her expected utility is higher under GAIN; in­

stead her expected utility under the predictive distribution is higher under AFDC.
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Of course this example was chosen precisely for the reason that ignoring uncer­

tainty leads to a different decision (or to different advice) than accounting for uncer­

tainty. In cases where the two distributions are starkly different, ignoring uncertainty 

would not, typically, lead to a change in decision. For the overall sample from 

Alameda, uncertainty affects the decisions of about ten percent of individuals.

6.4 Heterogeneity and the Value o f Choice

We could consider such decision problems for a wider array of individuals. The differ­

ences in the results would be based on the underlying heterogeneity in the treatment 

effect. One view of this is presented in Table 9. Table 9 supposes that each of the 

1360 individuals in the Alameda sample were offered the choice between GAIN and 

AFDC, rather than having been randomly assigned.24 Like the previous examples, 

imagine that these individuals are advised on the choice between GAIN and AFDC 

based on the predictive distributions of their incomes in each period under each pro­

gram (where income includes both labor earnings and welfare receipts).25 For the mo­

ment, I suppose that this advice is based on (time-additive) constant relative risk aver­

sion preferences (with a coefficient of relative risk aversion equal to 3).

24 Seven individuals are excluded from the original sample, because of apparent coding errors in their 
covariates. These seven individuals are either coded as having seventy children or a previous hourly wage 
of more than $300.
25 As mentioned in the previous section, I simplify the analysis by drawing only from the posterior distri­
bution for earnings. When needed, I use a deterministic rule to till in suitable amounts for AFDC and 
food stamps. For AFDC, only six individuals in the Alameda sample are earning both zero income and 
zero AFDC benefits. About 10 percent of the sample have both positive earnings and positive AFDC 
benefits. The balance, about 90 percent of the sample, are receiving full AFDC benefits, since they have 
zero earnings. For the moment I use a fixed-effects regression model to predict AFDC and food stamp 
benefits for these individuals.
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Table 9 presents the mean of expected post-treatment earnings under GAIN and 

AFDC and the mean of pre-treatment covariates for two sub-groups of the sample: the 

group that “chooses" (i.e. is advised to enter) GAIN over AFDC (for whom expected 

utility from post-treatment income is higher under GAIN than under AFDC) and the 

complement of this group.26 Only 40 percent of the sample fare better (in an expected 

utility sense) under GAIN than AFDC. The comparison of these two groups is reveal­

ing. Those benefiting from GAIN have fewer children on average (except between the 

age of 6 and II), have higher scores on the reading and mathematics tests, have a 

higher level of educational attainment, are five years younger, and half of them have 

previously participated in training programs. Of particular note is the dramatic differ­

ence in the level of pretreatment earnings. Individuals who are advised to go into GAIN 

if given the choice, enter the program with average quarterly earnings on the order 

$300, compared with those who would not opt for GAIN whose quarterly earnings are 

on the order of $50.

In addition, Table 9 gives one possible view of the value of choice to individu­

als in the sample. For individuals with high pre-treatment earnings (who are the pri­

mary beneficiaries of GAIN), the value of choice is high: their expected post-treatment 

earnings under GAIN are more than $300 per quarter higher than under AFDC. In 

contrast, the value of choice is much lower for individuals with low pre-treatment 

earnings. The difference between their expected quarterly earnings in the two pro­

grams is $20 per quarter.

26 The administrative cost of GAIN is estimated at $3638 for 13 quarters, based on chapter 3 of Riccio, 
et. al (1996).
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7. The Social Choice Problem

Thus far the analysis has focused on the individual choice between GAIN and AFDC. 

Sections 7 and 8 take the next step by asking how the policymaker would decide which 

program or combination of programs to make available, given the pattern of individual 

choice. There are two aspects to this decision. The first is the set of policies that the 

policymaker has under consideration, where policies are rules which determine each 

individual’s assignment to treatment. The second aspect is the set of criteria (referred 

to as social welfare functions) that the policymaker uses to reach this decision. Section 

8 will use both of these, evaluating a range of policies under a range of social welfare 

functions.

7.1 The Policy Alternatives

A policy is a rule that determines each individual’s assignment to treatment (here, 

whether they go into GAIN or AFDC), hence the vector (where i indexes the

population of interest, I , ...,/*)• Of course, such rules may or may not allow the indi­

vidual to choose her assignment to treatment (again where choice is in the sense of 

Section 6, i.e., being advised based on expected utility comparisons). Four alternatives 

are considered:

(1) All units are required to participate in GAIN;

(2) All units remain in AFDC;
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(3) Each individual is assigned to the one, of AFDC or GAIN, which is most 

likely to give the individual positive earnings, where the decision is informed by the 

model of the previous sections (a policy “mandated” to increase employment); and

(4) Each unit is allowed to choose which of AFDC or GAIN she participates in, 

but is required to remain in the program once she has chosen. Agents are assumed to 

use the models of Sections 4 and 5 in making their choice. I consider three variants: 

individuals are risk neutral; they have constant relative risk aversion (CRRA) prefer­

ences, with coefficient of relative risk aversion, q, equal to 1; and CRRA preferences 

with q= 3 (see Manski [1995]).27

7.2 Social Welfare Functions

Suppose that the policymaker is concerned with a group of individuals, i= I,...P , iden­

tified by their pre-treatment covariates (including earnings and employment histories), 

so that this group can be represented as a distribution over a space spanned by the set of 

pre-treatment covariates. In my analysis, I confine the policymaker to two types of 

concerns: outcomes such as earnings and welfare costs to the government; and ine­

quality in the distribution of earnings. I address each in turn.

Most of the attention in the program evaluation literature has been focused on 

the outcome(s) of assignment to treatment. A useful starting point is the case in which 

there is no uncertainty, so that earnings (and other outcomes) for each individual take

27 Caballero (1991) suggests that a reasonable value for the coefficient of relative risk aversion is between 
2 and 3. He cites Hall (1988) and Friend and Blume (1975).
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on some given value, (f7rJ  . A typical set of social concerns is captured in the follow­

ing social welfare functions (SWFs):

(1) Average (labor) earnings per individual,

where (•)/ refers to they'-th element in the outcome vector, earnings;

(2) The size-of-the-pie,

m  (.1  f-1  m-1

where the concern is the average (undiscounted) value of expected income (including 

labor earnings, AFDC, and food stamps, hence m= 1,2,3) across individuals and time;

(3) The get-them-to-work criterion,

considers the fraction of individuals employed (having positive income), averaged 

across time periods;

(4) The fiscal criterion considers the average expenditure per period per person 

entailed by a given program,

£ ( z i i f o ) l +d:w ).
™  V 1-1 r« l m- 2  / - I  J

where m =2,3 are AFDC and Food Stamp payments respectively, and C reflects the per 

unit costs of GAIN administration (in excess of AFDC administration costs);
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(5) The net gain criterion considers total average earnings per individual minus 

total cost in excess of standard AFDC services,

(the idea being that when comparing two vectors of treatment assignments {7]} and 

{ r/} , the difference in the net gain criterion can be interpreted as the increase in earn­

ings minus the increase in cost); and

(6) The fiscal criterion with taxes is a variant of (4) in which additional earnings 

realized through participation in training are taxed at 15 percent.

In practice, there will be two modifications. First, I take the population of inter­

est to be the sample which we observe for Alameda county (P=I); an alternative inter­

pretation is that I use the empirical distribution of pre-treatment covariates, Z„ as if it

were the population distribution. Second, is, of course, uncertain. The social

welfare functions introduced above could be computed for any of the values that ( f / rt) 

might possibly take on. Thus, I compute the posterior distribution of these social wel­

fare functions. Rather than using a single value for (Yt'Ti) ,  this amounts to using the

predictive distribution of earnings for each individual. Computationally, I approximate 

this by simulating a reasonable number of draws from the predictive distribution (100 

to 1000 depending on the context), as described in Section 5.3. Thus, the policymaker 

ultimately considers the (posterior) distribution of possible values of each of the SWFs.
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A second type of concern which motivates the policymaker is with inequality. In 

Section 8, I will first take up the case in which the policymaker is concerned with ex 

post inequality in earnings, by examining the posterior distributions of a number of 

measures of income inequality for each of the policies under consideration. In this 

section, I set up the framework for the case in which the policymaker is concerned with 

ex ante inequality. Each individual faces a distribution of possible earnings. The poli­

cymaker collapses each distribution into a single number: E ^ Y / j . )), the individual’s

expected utility (or alternatively the certainty equivalent), where the expectation is over 

the predictive distribution of earnings.28 Her concern for inequality is with the distri­

bution of these expected utilities or certainty equivalents across individuals. In this 

formulation, the distribution each individual faces is assessed through the individual’s 

preferences. I consider four examples.

Three of these SWFs are of the form:

where g(-) is specified according to the given social welfare function. I consider: 

utilitarian with g(x) =x, log with g(x)=log(jc), and an intermediate case with 

g(x) = (x1_£ / 1 -  e ) , where e=3 (see Deaton and Muellbauer [1980]). I also consider a 

Rawlsian social welfare function of the form:

c ia ,{£(«(!'/,))},

28 It is easier for me to deal with certainty equivalents because, unlike the expected utilities, certainty 
equivalents are denominated in dollars, and hence are comparable even when underlying individual utili­
ties vary.
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where the same individual utilities discussed in Section 7.1 are adopted.

8. What We Learn from GAIN

I implement the social welfare analysis outlined in the previous section on the sample 

from Alameda county; i.e., I consider the welfare implications of assigning the 1360 

individuals in the Alameda sample to treatment in various ways. As in Section 6, the 

key input to the analysis is the (posterior) predictive distribution of the outcomes 

(earnings per individual per quarter under both treatment and control).

Tables 10a, 10b, and 10c apply the social welfare analysis outlined in Section 7 

to the predictive distributions of outcomes under treatment and control. I simulate the 

predictive distribution of the earnings under treatment and control for 13 quarters of 

post-treatment earnings for each of the 1360 individuals in the sample, and use deter­

ministic rules to impute values for AFDC receipts and food stamps. Individuals are as­

signed to treatment and control as outlined in Section 7.1, where (when they are al­

lowed to choose) their decisions are based on the predictive distributions. Even though 

my modeling attention is concentrated on earnings rather than AFDC and food stamps, 

the conclusions presented with respect to AFDC receipts and food stamps are robust to 

the method of imputation.

Table 10a uses SWFs (1) to (6) to assess the policies outlined in Section 7.1. 

Each SWF-policy combination defines a cell, within which the social welfare function 

is computed for the entire predictive distribution of earnings. Table 10a presents the 

mean and the 2.5 and 97.5 percentiles of this distribution for each cell. Consider first
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SWF(l), average post-treatment earnings per person per quarter. From the first two 

cells of column I note that the mean prediction from the posterior of the model is 

similar to that obtained from the empirical distribution, within $80 for GAIN and 

within $30 for AFDC. The 95 percent posterior confidence intervals of expected quar­

terly earnings under treatment and control just overlap. From cells 3 and 4 we can see 

that the policies of mandating individuals to enroll in either GAIN or AFDC based on 

their probability of post-treatment employment, or simply allowing them to choose (if 

they are risk neutral), both yield substantially higher average quarterly earnings than 

the policy of enrolling everyone in GAIN, though at the individual level the impact of 

the policies is quite different. The mandated policy assigns 300 more individuals into 

treatment than the (risk neutral) voluntary policy. This difference arises because for 

some individuals, whereas GAIN does increase the probability of employment, it does 

not increase average earnings; it steers some individuals toward lower paying jobs than 

they might have found without having their job search or employment disrupted by 

training. When individuals exhibit a low degree of risk aversion (q«l), the pattern of 

their choices is similar to the risk neutral case. With q=3, more individuals prefer 

GAIN to AFDC. In both cases the average value of expected earnings is similar to the

29risk neutral case.

It is not surprising that the voluntary mechanism yields higher earnings than 

GAIN (or AFDC). All three voluntary mechanisms are able to steer away many (about

29 The findings are much sharper than would be obtained using Manski’s (199S) extreme bounds analysis 
of what he calls the “mixture problem”. Of course, the sharper findings come at a price: the willingness 
to specify a likelihood model. But having paid the price the advantage is a full posterior distribution for 
the outcomes of interest, allowing for a richer analysis of individual decisions.
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700) individuals who are not expected to benefit from GAIN. These results match up 

with those of Table 9, where it was first observed that a large number of individuals do 

not benefit from GAIN. The difference in earnings between the voluntary policies and 

the non-voluntary ones, $50 to $200 per person per quarter, provides one measure of 

the value to participants of being permitted to choose the program in which they par­

ticipate. The difference is very large relative to average quarterly earnings (which are 

on the order of $300).

The advantage of working with the entire distribution of social welfare values is 

seen in Figure 8, which is analogous to Figures 6. and 7. Based on comparing means 

and their 95 per cent confidence intervals one might conclude that no decisive statement 

could be made about the differences among policies: even though the means of the 

policies are different, their 95 per cent confidence intervals overlap to varying degrees. 

But when we look at the entire distribution in Figure 8, we note that GAIN first-order 

stochastically dominates AFDC, and in turn is dominated by the voluntary and man­

dated policies. Thus, in comparing the entire distribution of values a very strong 

ranking emerges based on SWF(I).

In column 2, we see that adding AFDC receipts and food stamps to the analysis 

does not alter the ranking. GAIN produces “a much larger pie” than AFDC, with the 

mandated and voluntary mechanisms doing slightly better than GAIN. When individu­

als are allowed to choose, we see a similar pattern to column I.

Social welfare function (3) ranks the policy alternatives by the criterion of put­

ting people to work. GAIN (in keeping with its stated mandate) does succeed in putting

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

114

more people to work than AFDC, although the magnitude of the difference is not large 

(the finding in Table 5). The mandated policy succeeds in putting more people to work 

than GAIN and slightly more than the voluntary (1) policy. Again, when individuals 

are risk averse, we see a pattern similar to columns 1 and 2.

Social welfare function (4) (and SWF(6) which is similar) considers the fiscal 

criterion, and reveals that GAIN is clearly the most expensive of the policies consid­

ered and AFDC the cheapest; the posterior confidence intervals for these two policies 

do not overlap. To some extent this is not surprising, because GAIN differs from 

AFDC precisely in offering costly education and training, services that AFDC recipi­

ents would have to pay for at their own expense.30 When individuals are allowed to 

choose, the pattern is similar to column 1. SWF(5) reveals that the increased earnings 

enjoyed by individuals participating in GAIN do not offset the increased costs when 

compared to AFDC. Figure 9 illustrates the fact that the ranking among the first four 

policies that emerges through SWF(5) in fact amounts to first-order stochastic domi­

nance.

The implication of the preceding discussion is that, to the extent we believe that 

constant relative risk aversion preferences are reasonable, combining SWF (1), (2) and

(3) with SWF (4), (5) and (6) suggests that policies allowing individuals to choose be­

tween the two programs dominate the policy in which they are assigned to GAIN: such 

policies are both cheaper and result in higher average earnings per person. But volun­

tary mechanisms do not dominate AFDC. This finding is not trivial. It is obvious

30 Of course, this ignores the issue of non-GAIN sources of funding.

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

115

(indeed, vacuously true) that (rational) individuals always will prefer to choose between 

alternatives rather than being forced to choose. But Table 10a establishes that under the 

case of CRRA utility, the (utility maximizing) interests of the participants are aligned 

with those of a policymaker who values both higher average expected earnings and a 

lower fiscal burden, at least in preferring a  voluntary mechanism to GAIN (AFDC is 

not dominated).

In summary, Table 10a yields the following results. First, even though GAIN 

does not yield significantly higher mean earnings than AFDC, looking at the entire 

distribution we discover that GAIN dominates AFDC, and in turn is dominated by the 

voluntary mechanism. Second, the policy in which individuals are assigned into treat­

ment and control based on expected utility comparisons dominates GAIN. Third, 

AFDC is the cheapest of the policies considered in terms of total welfare expenditures, 

though in terms of increased earnings net-of-costs the voluntary policies are cost effec­

tive, whereas GAIN is not, when compared to AFDC. Thus the policymaker is left to 

decide whether the increase in earnings realized through a voluntary mechanism is 

worth the additional cost compared to AFDC.

Tables 10b and 10c explore the issue of inequality in the impact of the various 

policies. I begin in Table 10b by exploring the differences in the degree of ex post ine­

quality generated by the policies under consideration. Then in Table 10c, I examine 

the conclusions reached by using four particular social welfare functions. Table 10b 

examines inequality in the ex post earnings distribution by considering percentiles of 

the earnings distribution and the difference between the 90th and 10th percentiles.

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission



www.manaraa.com

116

These are based on a distribution which averages individual predictive distributions 

across the 13 post-treatment periods; these averaged individual predictive distributions 

are then used to generated the posterior distributions of the various percentiles. The 

5th and 25th percentiles of the distribution for each of the five policies is $0. The dif­

ferences among the policies emerge in the upper percentiles. The 75th percentile is 

lower for AFDC compared to the voluntary other policies, but is higher than GAIN. 

This underscores the point which arose in earlier discussion, namely that the benefits 

from GAIN are far from uniform. For many individuals, the expected earnings they 

achieve through GAIN are lower than they would achieve through AFDC. The differ­

ence between GAIN and AFDC arises in the upper tail of the distribution, for example 

at the 95th percentile; this is depicted graphically in Figure 10. Looking at the differ­

ence between the 90th and 10th percentiles, we note that in general voluntary policies 

produce more inequality than either GAIN or AFDC.

Table 10c addresses the question of how a policymaker would combine an 

aversion to inequality with a concern for the utility of those individuals who benefit 

from GAIN and the voluntary policies. The utilitarian, Rawlsian, log, and intermediate 

social welfare functions discussed in Section 7.2 are employed. Because many of the 

policy variations are generated by varying individuals’ utility functions, I apply the so­

cial welfare functions to the certainty equivalents of the distributions of earnings for 

each individual. Thus, the social welfare rankings do not have any standard errors or 

confidence intervals; uncertainty is already accounted for in the certainty equivalents. 

Table 10c reveals that if the policy maker is sufficiently inequality averse (as embodied
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in SWF (8) to (10)), then she will prefer AFDC to GAIN. But, under both the ine­

quality-neutral and inequality-averse specification the voluntary policies are preferred to 

both GAIN and AFDC. This finding is not trivial. Though each individual must have 

weakly higher utility under a voluntary mechanism as compared to being assigned to 

GAIN or AFDC, depending on the policymaker’s aversion to inequality — similar to 

risk aversion — the social ranking may not mirror the individual ranking.

In summary, from Table 10a we learn that, looking at outcomes such as earn­

ings and welfare expenditures, the voluntary mechanism dominates GAIN, though not 

AFDC. In Table 10b it was observed that the benefits from GAIN are enjoyed at the 

upper end of the earnings distribution, and that a voluntary mechanism produces more 

inequality in the distribution of earnings than either AFDC or GAIN. Finally, from 

Table 10c, we learn that even a policymaker who is inequality-averse would prefer the 

distribution under a voluntary mechanism to both GAIN and AFDC.

9. Conclusion

In this paper I have examined the implications of shifting the emphasis in program 

evaluation from examining treatment effects and their statistical significance to looking 

at the underlying decision problems. Two main differences emerge.

First, by looking at the entire distribution of earnings under treatment and con­

trol for a wide range of individuals, I conclude that for most individuals the choice 

between GAIN and AFDC is clear-cut, with over half the sample preferring GAIN to
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AFDC. The group benefiting from GAIN was identified as those individuals with 

higher pre-treatment earnings.

Second, the policy of allowing individuals to choose which program they enter 

was discovered to dominate GAIN; it yields higher average earnings and leads to lower 

government expenditure.

The applicability of this framework extends beyond the case of randomized ex­

periments considered here. In this regard the key observation is that in non- 

experimental settings, if a sufficiently rich set of covariates is observed (so that the as­

sumption of selection on observable covariates is reasonable) and one is able to condi­

tion on them in a flexible way, the same methodology could be adopted (see Rubin 

[1977, 1978]). In fact, in the Bayesian framework that I employ, a hierarchical prior 

can readily be fitted to the parameters, allowing a large number of interactions and co­

efficients to be estimated under the assumption that they are draws from distributions 

that depend on a much smaller set of parameters.

The model adopted thus far can be extended in a number of respects. First, 

there is scope to add greater heterogeneity, perhaps by using a hierarchical model to 

incorporate many more interactions. Second, the model could be modified to forecast 

beyond the 13 quarters included in the dataset to extend the evaluation to longer hori­

zons. These are subjects for future research.
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Data Legend
Variable Description
CHILD4 Number of children less than age 4
CHILD45 Number of children between ages 4 and 5
CHILD611 Number of children between ages 6 and 11
CHILD18 Number of children between ages 12 and 18
CHILD19 Number of children ages 19 and greater
CAREAD Score on reading test
CAMATH Score on mathematics test
GRADE Educational attainment (grade 0 to 20)
HRWAGE Most recently recorded hourly wage
FAM.TYPE Indicator for households with single head
AGE Age
EXPER. Indicator for experimental unit
CONTROL Indicator for control unit
SEXFEMALE Indicator for female participants
REFUGEE Indicator of refugee status
CUR. AFDC Indicator for receiving AFDC in pre-experimental time
PREVTR Indicator for previous training or job search activities
ETH. WHITE Ethnicity Indicator, White
ETH. HISP. Ethnicity Indicator, Hispanic
ETH. BLACK Ethnicity Indicator, Black
ETH. NATIVE Ethnicity Indicator, Native Indian
ETH.IND.CH Ethnicity Indicator, Indo-Chinese
ETH.OTH.AS Ethnicity Indicator, Other Asian
ETH.PACF. Ethnicity Indicator, Pacific Islander
ETH. FILIP. Ethnicity Indicator, Filipino
ETHOTHR Ethnicity Indicator, Other
AVG.UNEMP Average county employment rate, at registration
PEARNx Earnings in quarter x of pre-experimental time
PEARNxZ Indicator of zero earnings, pre-experimental quarter x
EARNr Earnings in quarter x  of post-experimental time
EARNxZ Indicator of zero earnings, post-experimental quarter x
PAFDCx AFDC receipts, pre-experimental quarter x
AFDCjc AFDC receipts, post-experimental quarter x
PFDSTMPx Food Stamps receipts, pre-experimental quarter x
FDSTMPx Food Stamps receipts, post-experimental quarter x
EMPPQx Employment status, pre-experimental quarter x
EMPQx Emploment status, post-experimental quarter x
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Table 1: Comparing GAIN and AFDC, Average of Outcomes Per Person*
Policy Labor 

earnings per 
quarter

Total income 
per quarter

Probability
of

employment

Total fiscal 
expenditures

Earnings 
net-of-costs 
per quanerb

Total fiscal 
expenditures 

less tax 
receipts

GAIN 463 2,425 0.2042 1,883 202 1,181

AFDC 372 2,359 0.1843 1,636 387 1,630

standard
error

56 67 0.018 85 -48 -156

Notes:
(a) Means are computed from the empirical distribution.
(b) Costs are normalized to zero for AFDC, and are an additional $3638 for 13 quarters o f GAIN.
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Alameda Butte Los
Angeles

Riverside San Diego Tulare

GAIN:

Treated Group 685 1717 3730 5808 8711 2693

Control Group 682 458 2124 1706 1810 1146

Total 1367 2175 5854 7514 10521 3839

AFDC:

Total 30305 5663 231356 24000 50958 14673

Notes: The GAIN sample sizes are from the public use file of the GAIN data. The AFDC total 
represents the number of AFDC cases (both single-parent and two-parent households) in the six 
evaluation counties in December 1990 (see Riccio, e ta i ,  (1994), Table 1.1). GED is the General 
Educational Development certificate.
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Table 3: Data Description, Alameda County

Variable Mean
Standard
deviation

CHILD4 0.1931 0.49
CHILD45 0.2312 0.46
CHILD611 1.1639 4.68
CHILD 18 0.8830 2.29
CHILD 19 0.2480 0.60
CAREAD 206.27 98.00
CAMATH 192.44 94.96
GRADE 10.79 3.02
HRWAGE 3.74 2.73
FAM.TYPE 0.6218
AGE 35.39 8.85
EXPER. 0.5011
SEXF 0.8574
REFUGEE 0.0914
CUR.AFDC. 0.9898
PREVTR 0.2407
ETH. WHITE 0.1792
ETH.HISP. 0.0775
PEARN10 165.02 740.14
PEARN9 153.17 675.96
PEARN8 154.53 747.70
PEARN7 187.67 1036.91
PEARN6 156.83 615.03
PEARN5 170.37 771.74
PEARN4 185.30 726.89
PEARN3 151.60 685.37
PEARN2 153.64 642.86
PEARN1 167.17 714.04
PEARNZ10 0.87
PEARNZ9 0.88
PEARNZ8 0.87
PEARNZ7 0.87
PEARNZ6 0.87
PEARNZ5 0.87
PEARNZ4 0.87
PEARNZ3 0.87
PEARNZ2 0.87
PEARNZ1 0.87
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Table 4: Proportion of Units With Zero Earnings
Treated, Fraction with 0 Earnings  Control, Fraction with 0 Earnings

Period Total With pos. With 0 Total With pos. With 0
earnings earnings earnings last earnings last

______________________ last period last period_____________________ period_______ period
1 0.87 0.04 0.82 0.83 0.03 0.80

2 0.84 0.03 0.80 0.83 0.04 0.79

3 0.82 0.04 0.78 0.82 0.04 0.78

4 0.80 0.03 0.76 0.82 0.04 0.78

5 0.80 0.04 0.76 0.83 0.04 0.78

6 0.81 0.06 0.75 0.82 0.04 0.78

7 0.80 0.04 0.76 0.81 0.02 0.79

8 0.78 0.03 0.75 0.82 0.04 0.78

9 0.76 0.03 0.73 0.81 0.03 0.78

10 0.76 0.03 0.73 0.80 0.03 0.78

11 0.77 0.04 0.72 0.80 0.02 0.78

12 0.78 0.04 0.74 0.80 0.03 0.77

13 0.76 0.03 0.73 0.82 0.04 0.78

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



www.manaraa.com

127

Table 5: Treatment Effect on Probability of 
___________ Unemployment___________

Period Treatment
effect

Standard error

1 0.0238 0.0172
2 -0.0114 0.0193
3 -0.0187 0.0203
4 -0.0344 0.0207
5 -0.0444 0.0209
6 -0.0176 0.0210
7 -0.0214 0.0218
8 -0.0480 0.0216
9 -0.0624 0.0225
10 -0.0613 0.0228
11 -0.0444 0.0225
12 -0.0269 0.0221
13 -0.0627 0.0223

Note: A probit is used; covariates include variables for the number of children (CHILD4-CHILD19), 
reading and writing test scores, grade, age, sex, ethnicity, and earnings histories (PEARN10-PEARNI). 
The treatment effect is computed as the discrete difference between the probability of unemployment with 
the treatment indicator set to 0 and 1, where the value o f other covariates is set to their sample mean.
The delta method is used to compute standard errors.
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Table 6: Tobit and OLS Coefficients of Treatment Indicator for Post-experimental Earnings
Post-experimental

period:
Tobit treatment 

effect, no covariates2 
(standard error)

OLS treatment effect, 
no covariates11 

(standard error)

Tobit treatment effect at 
mean, with covariates0 

(standard error)

OLS treatment effect, 
with covariates0 
(standard error)

1 -53.8132 -55.3965 -19.4872 -47.5891
(31.5943) (38.1249) (11.7806) (22.8029)

2 -14.4639 -21.5642 7.61671 -9.22507
(40.9349) (49.9266) (24.0324) (39.1862)

3 15.2279 27.9581 28.3159 35.0674
(45.8743) (53.8577) (30.3611) (45.9238)

4 61.9781 59.2831 60.1949 67.5878
(53.8393) (63.9863) (36.5732) (56.7998)

5 80.4062 102.034 85.4666 111.275
(51.3482) (59.8254) (36.9396) (54.1284)

6 46.1670 81.7121 56.2586 84.9766
(56.4287) (66.2047) (43.5834) (61.1139)

7 48.2229 76.2227 61.8553 84.8176
(60.6675) (70.9794) (48.6967) (66.5290)

8 96.7405 89.3386 99.3480 95.2800
(63.9757) (73.5930) (49.2329) (68.5889)

9 169.134 188.850 169.315 203.061
(70.2234) (80.8695) (57.4620) (76.0224)

10 162.144 211.317 180.639 232.069
(72.7343) (84.2982) (59.8569) (79.4980)

11 131.728 176.331 150.025 194.477
(78.1387) (90.0036) (65.5091) (86.4388)

12 99.6775 150.746 106.719 150.716
(79.7070) (92.3857) (66.9410) (88.8401)

13 206.186 196.275 196.552 206.565
(82.4205) (93.8432) (71.0454) (90.7750)
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Notes:
(a) These are the treatment effects for observed income. In a general set-up with covariates:

e{y\x )= e(y\x , y > o)pr(y > opr)+e{y\x j =o)Pt(r = o(x)
= XPH>{XP /  <r) + of(X/3  /  a)  (+0), 

where and d> are the standard normal density and c.d .f., are the regressors in the Tobit. and P  their 
coefficients. If X  = (X_r T) then the treatment effect is computed as:
£(T)x r , r  = l ) -£ (T |X .r , r  = 0), where X_T is the sample mean of the other covariates. Standard

errors are computed by the delta method. In column 1, X = (l, 7); otherwise the same method is used.
(b) These are equivalent to a difference in means across treated and control groups for each period.
(c) Covariates are entered linearly.
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Table 7a: Characteristics of an Individual (“Ms. Thirteen Fifty-Three”)
CHILD4
0

CHILD45
0

CHILD611
0

CHILD18
I

CHILD 19 
0

CAREAD
241

CAMATH
225

GRADE
15

HRWGE
8

FAM.TYPE
30

AGE SEXF REFUGEE ETH.WHT ETH.HSP AVG.UNEM PEARN10 PEARN9 PEARN8 PEARN7
42 1 0 1 0 4.1 0 0 0 3667
PEARN6 PEARN5 PEARN4 PEARN3 PEARN2 PEARN1 PAFDC7 PAFDC6 PAFDC5 PAFDC4
425 0 0 0 0 0 1605 1605 1551 1443
PAFDC3
1518

PAFDC2
1518

PAFDC1
1518

Table 7b; Characteristics of an Individual (“Ms. One”)
CHILD4
0

CHILD45
0

CHILD611
I

CHILD 18 
2

CHILD 19 
0

CAREAD
221

CAMATH
191

GRADE
9

HRWGE
2.5

FAM.TYPE
30

AGE SEXF REFUGEE ETH.WHT ETH.HSP AVG.UNEM PEARN10 PEARN9 PEARN8 PEARN7
32 I 0 0 1 3.07 0 0 0 0
PEARN6 PEARN5 PEARN4 PEARN3 PEARN2 PEARN1 PAFDC7 PAFDC6 PAFDC5 PAFDC4
0 0 0 0 0 0 2259 2364 2364 2364
PAFDC3
2364

PAFDC2
2472

PAFDC1
2472

Table 7c: Characteristics o f an Individual (“Ms. Ten”)
CHILD4
0

CHILD45
0

CHILD611
2

CHILD18
0

CHILD 19 
0

CAREAD
223

CAMATH
240

GRADE
10

HRWGE
5.85

FAM.TYPE
30

AGE SEXF REFUGEE ETH.WHT ETH.HSP AVG.UNEM PEARN10 PEARN9 PEARN8 PEARN7
27 1 0 1 0 3.7 0 0 0 0
PEARN6 PEARN5 PEARN4 PEARN3 PEARN2 PEARN1 PAFDC7 PAFDC6 PAFDC5 PAFDC4
0 0 0 0 0 0 1899 1899 1926 1989
PAFDC3
1989

PAFDC2
1989

PAFDC1
2082
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Table 8a: Mean and Variance of Predicted Earnings, Ms. Thirteen Fifty-Three

Post-treatmeot
earnings
period

Treatment Control
Probability of 

positive 
earnings

Mean post­
treatment 
earnings

Standard
deviation

Probability of 
positive 
earnings

Mean post­
treatment 
earnings

Standard
deviation

1 0.1249 20.95 95.70 0.0539 37.53 294.35

2 0.2617 35.23 134.50 0.0959 37.36 201.24

3 0.3556 215.00 418.18 0.1229 245.98 899.72

4 0.4695 360.45 587.21 0.1469 342.38 1358.29

5 0.5255 442.95 659.03 0.1518 366.65 1290.63

6 0.5524 535.90 985.31 0.1818 430.44 1258.39

7 0.5924 590.03 796.80 0.2158 596.04 1617.93

8 0.6184 650.47 819.86 0.2128 639.57 1924.10

9 0.6553 301.25 1189.85 0.2208 201.58 697.13

10 0.6713 275.89 566.68 0.2308 277.00 1290.74

11 0.6803 890.10 1025.41 0.2288 893.36 2489.61

12 0.6683 881.85 1048.65 0.2208 764.71 2097.09

13 0.6933 367.76 900.34 0.1828 285.40 1431.58
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Table 8b: Predicted Earnings, With and W ithout Uncertainty, Ms. Ten
Ignoring parameter uncertainty_______  Accounting for parameter uncertainty

Treated   Control   Treated  Control
Post-treatment Predicted Standard Predicted Standard Predicted Standard Predicted Standard
earnings period earnings deviation earnings deviation earnings deviation earnings deviation
1 29 217 51 245 23 220 40 233

2 75.90 356 131 581 77 340 119 502

3 208 851 207 701 179 718 227 772

4 316 1014 292 994 302 1127 285 955

5 349 1124 309 986 260 1316 329 1085

6 429 1328 322 1020 376 1277 384 1141

7 443 1427 399 1534 491 1657 417 1330

8 162 1498 200 1116 581 1715 428 1222

9 638 1710 383 1272 640 1857 463 1385

10 674 1813 533 1537 639 2058 478 1448

11 844 1880 514 1501 679 1882 575 1709

12 641 1870 611 1755 604 1912 589 1716

13 898 2570 628 1860 738 2062 484 1836

Log utility* 

CRRA(3)‘

48.85

4.86607

48.53

4.86606

48.72

4.86606

48.75

4.86607

Note:
* For expected utility comparisons, S100 is added to the distribution of treated and control earnings.
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Table 9: Groups Benefiting the Most and Least
from GAIN, Comparing Mean Covariates

Variable Those who 
prefer GAIN*

Those who 
prefer AFDCb

Number 571 789

Avg.Earnings
GAIN:

854 252

Avg. Earnings 
AFDC

531 273

CHILD4 0.16 0.21
CHILD45 0.23 0.24
CHELD611 0.94 0.85
CHILD 18 0.56 1.02
CHILD 19 0.09 0.36
CAREAD 211.99 201.95
CAMATH 197.33 188.69
GRADE 11.85 10.03
HRWAGE 5.05 3.56
FAM.TYPE 30.47 30.74
AGE 32.43 37.50
EXPER. 0.47 0.53
CONTROL 0.53 0.47
SEXFEMALE 0.90 0.82
REFUGEE 0.06 0.11
CUR. AFDC 1.00 0.98
PREVTR 0.46 0.08
ETH. WHITE 0.19 0.17
ETH. HISP. 0.05 0.10
ETH.BLACK 0.69 0.60
ETH. NATIVE 0.00 0.01
ETH.IND.CH. 0.05 0.09
ETH.OTH.AS 0.01 0.02
ETH.PACF. 0 0.00
ETH. FILIP. 0.01 0.01
ETHOTHR 0.02 0.04
AVG.UNEMP 3.95 4.05
PEARN10 323.02 52.14
PEARN9 281.42 61.71
PEARN8 296.80 52.93
PEARN7 399.16 36.29
PEARN6 274.97 72.71
PEARN5 362.57 32.78
PEARN4 407.32 26.27
PEARN3 333.22 20.75
PEARN2 299.38 47.28
PEARN1 268.82 95.10

Note:
(a) Individuals whose expected utility is higher from total earnings under GAIN than AFDC, where 
preferences are CRRA, with relative risk aversion equal to 3.
(b) The complement of (a).
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Table 10a: Social Welfare Comparisons for Five Different Policies, Alameda
Policy SWF(1) SWF (2) SWF (3) SFW (4) SWF(5) SWF(6)

GAIN 530
[458,622]

2640
[2565,27501

0.2115 5755
[5746,5772]

-165
[-182,-134]

5736
[5717,57541

AFDC 405
[350,458]

2506
[2454,2555]

0.1788 2101
[2098,21051

0
[0,0]

2101
[2098,2105]

Mandated 
[Treated=7071

624
[548,716]

2728
[2650,2830]

0.2369 4001
[3992,40181

70
[56,108]

3131
[3116,3146]

Voluntary (1) 
[Treated=396]

654
[579,7561

2756
[2678,28551

0.2218 3162
[3153,3178]

167
[147,216]

3124
[3110,3138]

Voluntary (2) 
[Treated =4631

651
[577,752]

2754
[2677,2851]

0.2268 3341
[3332,3357]

150
[133,198]

3304
[3291,33201

Voluntary (3) 
[Treated=571|

639
[567,746]

2744
[2668,28471

0.2320 3635
[3626,36521

113
[103,168]

3600
[3585,3615]

Notes: Each set of values of the parameters from the posterior distribution defines a state of the world. 
For each state of the world the social welfare functions are computed. Thus, there is a distribution of 
these SWF's over the various states of the world. These are summarized by the mean and 2.5 and 97.5 
percentiles of the distributions.

SWF CD: Average earnings per individual
SWF (2): Total expected income (earnings + AFDC receipts +■ food stamp receipts).
SWF (3): Expected proportion of individuals employed (i.e., greater than zero income), averaged over 
13 post-experimental quarters.
SWF (4): Total expected expenditure, which includes AFDC payments, food stamp payments, and, for 
GAIN, this includes administrative costs (in excess of AFDC administration) of $3638 per individual for 
13 quarters.
SWFI5): Increase in average earnings per person per quarter net of costs, relative to AFDC.
SWF(6): Total expected expenditure, less 15 percent of expected earnings (to approximate tax receipts).

GAIN: mandatory participation in GAIN.
AFDC: mandatory participation in AFDC.
Mandated: individuals are required to join the program that maximizes their chances of being employed. 
Voluntary: individuals choose between AFDC and GAIN based on expected utilities (or certainty 
equivalents)
(1): risk neutral agents, discount factor =  0.95.
(2): risk averse agents (CRRA, a(*)=((x)(’",) - l ) / ( l - q ) ) ,  <¥=1, discount factor = 0.95
(3): " , q= 3 , discount factor=0.95
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Table 10b: Considering Ex Post Inequality, Quantiles of the Earning Distribution
Policy___________ 005_________025_________ 0 5 _________ 075________ 0.95 (0.90-0.10)
GAIN 0 0 39 491 1961 1252

[0,01 [0,0] [5,74] [392,606] [1677,2251] [1097,1478]

AFDC 0 0 55 601 1784 1312
[0,0] [0,0] [0,101] [492,704] [1573,1993] [1153,1469]

Mandated 0 0 122 702 2156 1508
[0,01 [0,0] [79,185] [587,820] [1979,2335] [1378,1694]

Voluntary (I) 0 0 116 772 2271 1616
[0,01 [0,0] [66,171] [668,892] [2071,25461 [1504,1840]

Voluntary (2) 0 0 121 768 2257 1607
[0,0] [0,0] [80,1821 [666,880] [2050,2522] [1481,1804]

Voluntary (3) 0 0 122 738 2206 1559
[0,01 [0,01 [79,187] [644,8601 [1993,25001 [1426,17571

Note: cell presents the median of the posterior distribution of the percentile, and in parentheses the
5th and 95th posterior percentiles.
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Policy SWF(7)* SWF(8)J SWF(9)' SWF(10) *
Risk Neutral:
GAIN 1.0483 0.5492 0.9998 -1.0357
AFDC 1 I 1 -1
Mandated 1.0817 0.8205 1.0036 -0.9760
Voluntary (1) 1.0927 1.0114 1.0049 -0.9614

Risk Averse, <pl
GAIN 0.9892 0.2707 0.9949 -1.1240
AFDC 0. 9487 0.1972 0.9936 -1.1593
Mandated 1.0098 0.1972 0.9972 -1.1033
Voluntary(2) 1.0144 0.2707 0.9977 -1.0896

Risk Averse, q=3
GAIN 0.9295 0.1994 1.0065 -1.2127
AFDC 0.9057 0.1153 1.0048 -1.3159
Mandated 0.9397 0.1153 1.0075 -1.2384
Voluntary(3) 0.9411 0.1994 1.0078 -1.1992

Notes:

* Expected utilities are normalized.

SWF(71: Utilitarian SWF, applied to certainty equivalent of income distribution.
SWF(81: Rawlsian SWF, applied to certainty equivalent of income distribution.
SWFC9'I: log SWF, applied to certainty equivalent of income distribution.
SWFUOl: S W F = » e = 3, applied to certainty equivalent of income distribution.
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Figure 1: Treatment Effect Six Counties
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Figure 2: Treatment Effects, Alameda
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Figure 3: Treatment Effects, Alameda
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F ig u re  4: A verage P o s t-T re a tm e n t Log E a rn in g s
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F ig u re  5: A verage P o s t-T re a tm e n t Log E a rn in g s
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Figure 6: Cumulative Distribution Functions, Post-Treatment Earnings
(Unit 1353)
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Figure 7: Cumulative Distribution Functions, Post-Treatment Earnings
(Unit 1)
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Figure 9: Cumulative Distribution Functins, SWF(5)
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F ig u re  10: P e r c e n t i l e s  o f th e  E a rn in g s  D is t r ib u t io n
A verage E a rn in g s  P e r  Q u a r te r
(M edians o f  th e  P o s te r io r  D is t r ib u t io n s  o f th e  P e r c e n t i l e s )
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